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The Effect of Reynolds Number on
Microaxial Flow Fan Performance
Microscale axial flow fans were investigated in response to the growing cooling require-
ments of the electronics industry. The two main challenges of this investigation were
manufacture of a fully functional fan at the microscale, and performance reduction due to
Reynolds number effect. Manufacture of a fully functional axial microfan complete with
three-dimensional blade geometry was proven possible using microelectrodischarge ma-
chining techniques. Experimental performance measurements proved that Reynolds num-
ber effect was not prohibitive at the microscale, and dimensional analysis thereof derived
a novel linear scaling method, which quickly and accurately predicted the Reynolds
number effect at any fan scale. �DOI: 10.1115/1.2953300�

Keywords: air, axial, British standards, cooling, EDM, fan, flow rate, laminar, micro,
pressure, Reynolds

Introduction
In 1965, Moore �1� observed that the density of semiconductor

transistors on planar integrated circuits doubled at approximately
regular intervals, and famously speculated that the trend would
continue. Moore’s law became a self-fulfilling prophecy of tran-
sistor miniaturization �2�, the standard of continuous improvement
that chip designers followed to remain competitive �3�. For ten
years, transistor density doubled at intervals of 12 months and
since 1975 at intervals of 18 months �2�. The subsequent expo-
nential growth in computing power gave vast functionality im-
provements in consumer products.

Unfortunately, this increase in transistor density caused a simul-
taneous increase in the amount of waste heat being generated per
unit chip area �4–6�, and the accompanying increase in compo-
nent temperatures had adverse effects on product performance,
reliability �7,8�, and user comfort �9,10�. The continual growth of
computing power stipulated by Moore’s law was permitted by the
evolution of cooling solutions �11,12�, and macroscale fans of
approximately 60 mm size became the most widespread method
of exhausting waste heat to ambient air �13�.

Analogous to semiconductors, fan cooling performance can be
improved through reducing unit size. An array of small axial fans
would give the same pressure and flow rate performance as a
single large axial fan while occupying a much smaller fraction of
the volume and weight, a principle applied in the cooling of large
server cabinets �14,15�. Single miniature fans could direct airflow
at hot spots on the chip surface, which can produce heat power per
unit area at three times the total surface average �15�. Other po-
tential markets for miniaturized fan technology are shown through
the microfan patents of Refs. �16–32�. This paper therefore inves-
tigates the viability of axial flow fans at the microscale, as a
continuation of the macroscale investigation of Refs. �33,34�.
There existed two main challenges to microfan viability, namely,
manufacture and Reynolds number effect, which are addressed in
this paper.

Manufacturing challenges to miniaturization were the produc-
tion of microscale blade geometry and reaching an acceptable
rotational speed. The microfan blade geometry mimicked that of a
typical commercial axial flow cooling fan, which was of variable
section and twisted in the spanwise direction. Due to reduction in
geometric scale, the airfoil sections were on the order of 2.4 mm

chord, 92 �m camber, and 112 �m section thickness; therefore,
production of the microscale geometry required an extremely ac-
curate and gentle process. Microscale tip radii required high an-
gular speeds on the order of 60,000 rpm to reach an acceptable tip
speed, raising concerns for dynamic balance, wear �35�, and
sourcing of a capable microscale motor. Addressing the aforemen-
tioned microfan manufacturing issues required considerable expe-
rience and capability in microscale engineering; hence, microfan
manufacture was a collaborative effort between the Stokes Re-
search Institute �SRI� and the Institut für Mikrotechnik Mainz
GmbH �IMM�. Successive attempts proved microfan manufacture
possible.

Aerodynamic challenge to miniaturization arose from the op-
erational principle of an axial flow fan. The fan operates by im-
parting momentum to the air; unfortunately, by making physical
contact with the air, it creates viscous friction. The ratio of mo-
mentum forces to viscous forces is defined as Reynolds number
�36�, and operating turbomachinery at lower Reynolds numbers
causes a decrease in pressure-flow performance known as Rey-
nolds number effect �37–39�. These effects are observed in oil
pumps operating with more viscous fluids �40,41� and jet engines
operating at higher altitudes �42–44�. Unfortunately, decreasing
fan size from the macro- to the microscale causes a reduction in
Reynolds number and thus a corresponding reduction in perfor-
mance. No scaling formulas existed which accurately predicted
the Reynolds number effect on a microscale axial flow fan, and
therefore it could not be deduced a priori if the performance losses
were acceptable. Hence, fan pressure-flow performance measure-
ments were carried out at macro-, meso-, and microfan scales to
determine the Reynolds number effect. The effect of Reynolds
number on fan performance is shown, and linear trends are dis-
covered therein, which allow determination of fan performance at
any geometric scale analytically.

Reynolds Number
The importance of Reynolds number in fan scaling was shown

theoretically by Smith �45� through consideration of the continuity
equation �1� and Navier–Stokes equation �2�, which govern the
Newtonian incompressible flow through a fan.

� · V = 0 �1�

�
DV

Dt
= − ��P + �gz� − � � � � � V �2�

The dimensionless form of these equations contained only nor-
malized variables �45�, with the exception of the term �UL /�,
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thereby proving that similar fans would have to be operated at the
same Reynolds number to share the same flow properties �i.e., for
the governing flow equations to be identical�; otherwise, a Rey-
nolds number or scale effect would occur. This derivation is
shown in Ref. �46�.

Fan miniaturization causes a reduction in Reynolds number
through reduction in the characteristic length L; hence, in this
experimental investigation, the Reynolds number effect was ex-
pected to alter fan performance as the microscale was reached.
The reduction in Reynolds number increased the magnitude of the
viscous forces relative to the momentum forces; hence, the effect
on fan performance was expected to be negative �47�. The effect
was not solvable analytically because of the nonlinear nature of
the Navier–Stokes equation �2� �45,48�; hence, Reynolds number
effect was investigated experimentally.

Reynolds number Re was defined using blade midspan values
for reference length and speed in Eq. �3�, and thus Re was reduced
during experiments by decreasing fan geometric scale and rota-
tional speed incrementally. The use of blade midspan rotational
velocity Umid as reference speed made this definition of Reynolds
number independent of the fan operating point. Subsequently, Re
held a constant value as the fan was throttled, which allowed
practical categorizing of experimental results. The Reynolds num-
ber range covered in the experimental investigation was suffi-
ciently low to ensure laminar flow within the blade passage �46�.
Experimental results at very low Reynolds numbers Re�850 re-
quired consideration of the actual velocity of the freestream flow
over the blade surface, and hence the fan operating point, to ex-
plain the observed physical phenomena.

Re =
�Umidcmid

�
�3�

Test Fans
Three geometrically similar fans were manufactured for experi-

mentation, a datum fan of 120 mm diameter representing the
macro scale, a 1 /3 scale fan of 40 mm diameter representing the
mesoscale, and a 1 /20 scale fan of 6 mm diameter representing
the microscale, as shown in Fig. 1. Datum blade geometry was
taken from a typical axial flow fan for electronics cooling, a Papst
4184 NGX. The chord length of the datum rotor was 47 mm at
blade midspan and 52 mm at the tip. Nominal tip speed of
16.4 m /s was also taken from the Papst fan; therefore, the nomi-
nal rotating speeds of the datum, 1 /3, and 1 /20 scale fans were
2800 rpm, 8400 rpm, and 56,000 rpm, respectively.

Datum fan rotor was taken directly from a Papst 4184 NGX.
1 /3 scale fan rotor was manufactured by computer numerically
controlled �CNC� milling, at an approximate tolerance of
0.05 mm �which was 0.3% of the chord�. Attempts at manufactur-
ing rotors at scales below 1 /6 via CNC milling failed, as the force
of the cutting tool destroyed the fragile blades during manufac-
ture. Hence, the 1 /20 scale fan was manufactured by microelec-
trodischarge machining ��EDM� techniques. This manufacturing
process was almost forceless as there was no physical contact
between the cutting tool and the workpiece, an important factor
given the fragile nature of the 1 /20 scale fan geometry �e.g., the
trailing edge thickness was 15 �m�. The microfan components
were eroded from steel workpieces by two �EDM processes: wire
�EDM and die-sinking �EDM.

• Wire �EDM used 50 �m diameter zinc plated brass wire
electrodes. Dielectric fluid was de-ionized water. This pro-
cess cut out two-dimensional shapes, and was therefore uti-
lized to form the rotor outline, as shown in Fig. 2. The
250 �m diameter hole for the motor shaft was eroded with a
tungsten carbide electrode.

• Die-sinking �EDM used three-dimensional tungsten copper
electrodes. Dielectric fluid was oil based. The tungsten cop-
per electrodes were three-dimensional negatives of the de-

sired blade geometry and were manufactured by micro-CNC
milling. During the die-sinking �EDM process, the elec-
trodes eroded the curved pressure and suction surfaces of
each blade from the workpiece, as shown in Fig. 2. Due to
electrode erosion, multiple copies of the cutting tool were
required to finish the workpiece.

The parameters for roughing and finishing �EDM processes are
given in Table 1. Microscope examination showed the surface
finish to be satisfactory. �EDM manufacturing tolerance for the
1 /20 scale rotor was approximately 3 �m, which was 0.1% of the
chord.

The microfan assembly consisted of four components: a rotor,
keyway, motor, and housing, as shown in Fig. 3. Based on their
experience in successfully manufacturing the axial microfan, the
IMM stated that manufacture by injection molding was possible
�49�. Reducing geometric scale would also increase strength to
weight ratio and thus allow use of softer and cheaper materials
that are easier to form than steel.

Fig. 1 Test fans. „a… Datum fan. 30 cm rulers included for
scale. „b… 1/3 scale fan. 30 cm rulers included for scale. „c…
1/20 scale fan. Pencil tip and European 1 cent coin „�16 mm…

included for scale.

Fig. 2 �EDM of the 1/20 scale rotor
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Rotational imbalance in the rotor caused the 244 �m diameter
motor shaft to bend. At 60,000 rpm, the deflection was sufficient
to cause the rotor tips to scrape against the fan housing, thereby
preventing the fan from operating at higher rotational speeds. In
future designs, the maximum rotational speed can be increased by
supporting the rotor at the fan outlet with a second bearing or
manufacturing the rotor from a material lighter than steel.

Pressure-Flow Characteristics
The effect of Reynolds number on the performance of each fan

was determined by pressure-flow characteristic tests. Each scale
fan had its own experimental rig of corresponding size. All fan
tests were carried out according to Ref. �50�; thus, the experimen-
tal rigs shared the same generic design, as shown in Fig. 4. Air
entered the rig through an orifice plate, used for flow rate mea-
surement and coarse control of the test fan operating point. The
auxiliary fan provided a means for fine-tuning the operating point
of the test fan. Vanes were fitted to ensure swirl-free flow entering
and leaving the auxiliary fan. The static pressure rise of the test
fan was measured via a settling chamber, which contained mesh
screens to ensure parallel flow over the pressure tappings. The
width of the settling chamber was at least 2.5 times the test fan
diameter; therefore, any boundary layers present on the settling
chamber walls did not influence the test fan inlet.

Experimental uncertainty was calculated for each rig using the
method of Kline et al. �51�; the results are shown in Table 2.

The experimental results in Fig. 5 show that fan performance
was insensitive to Reynolds number reduction until Re=1980 was
reached, whereupon further reductions in Reynolds number
caused a progressive reduction in fan performance. Neustein �53�
noted a similar insensitivity to Reynolds number reduction until
2000 was reached. The reduction in dimensionless flow rate with
Reynolds number was corroborated by the observations of Refs.
�45,54,55�, and similarly the reduction in dimensionless pressure
rise was corroborated by the observations of Refs. �44,56,57�.

� =
Ps

�Umid
2 �4�

� =
Q

UmidA2
�5�

Scrutiny of the 1 /20 scale fan measurements showed that the
complex performance characteristic curve could be decomposed
into three lines by adjusting the power of the flow rate axis Q, as
shown in Fig. 6. These three lines were each defined as separate

operating regimes to enable their use as analytical tools. The
abrupt stall, progressive stall �Q0.2�, and normal operating regime
�Q2� notation of Ref. �37� was adopted, as shown in Fig. 7, with
each linear trend defined by Eqs. �6�–�8�, respectively. The linear
trend described by Eq. �8� was similar to that found by Ref. �58�.

Ps = Psmax
�6�

Ps = RL − SLQ0.2 �7�

Ps = RH − SHQ2 �8�
There was an absence of measurement points in the center of the
abrupt stall regime in Fig. 6�b� despite the deliberate experimental
policy of collecting a greater density of measurements at lower
flow rates. This absence may have been due to the onset of full-
span stall at the stall point, which would have prevented the fan
from producing a flow rate in the abrupt stall regime.

It was possible to generate the performance characteristic of the
1 /20 scale fan at any rotational speed � by relating Psmax

, RL, SL,
RH, and SH to �. This analysis has been carried out in Ref. �46�.

In accordance with the recommendations of Ref. �59�, the
analysis for the rest of this investigation will be focused on the
normal operating regime, as it is the most useful regime to a
potential axial fan designer. The normal operating regimes of the
larger 1 /3 and datum scale fans contained the linear trend de-
scribed by Eq. �8�, as shown in Figs. 8 and 9, respectively. This
linear trend was subsequently present in the dimensionless plot of
fan performance, as shown in Fig. 10. Therefore, the normal op-
erating regime linear trend could be used to analyze Reynolds
number effect.

The dimensionless form of Eq. �8� was derived by Ref. �46� as
Eq. �9� using the method of Refs. �60–62�;

� = RH
* − SH

*�2 �9�

where RH
* and SH

* were derived as Eqs. �10� and �11�, respec-
tively.

RH
* =

RH

�Umid
2 �10�

SH
* =

SHA2
2

�
�11�

The effect of Reynolds number on fan performance could now
be analyzed through its effect on the dimensionless ordinate inter-
cept RH

* and slope SH
*. The variation of RH

* with Reynolds
number is shown in Fig. 11. The average value of RH

* for the
datum fan was 0.337 for the 1 /3 scale fan 0.335 and for the 1 /20
scale fan 0.291. These average results alone suggested that RH

*

decreased with Reynolds number. However, closer inspection of
the 1 /20 scale fan results in Fig. 11�b� showed RH

* oscillating
around 0.291 rather than reducing monotonically with Reynolds
number. Therefore, RH

* was independent of Reynolds number,
and the lower values of RH

* measured for the 1 /20 scale fan were
due to an unfortunate discrepancy in experimental rig or model
similarity. Therefore, the empirical correlation selected for RH

*

was the average of all measurements, 0.307, as follows:

Table 1 Settings for the �EDM process

Electrode
polarity

Workpiece
polarity

Voltage
�V�

Current
�A�

Pulse
duration

Roughing
cut

Positive Negative 120–180 20–80 0.5–1.4 �s

Finishing
cut

Negative Positive 60–100 1–2 50–100 ns

Fig. 3 1/20 scale fan components. European 1 cent coin in-
cluded for scale
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RH
* = 0.307 �12�

The experimental results in Fig. 12 show that SH
* increased

rapidly at low Reynolds numbers ��2000� and converged towards
a constant value at high Reynolds numbers �	10,000�. This be-
havior seemed asymptotic, with one �viscous� asymptote placed at
Re=0 and another �inviscid� asymptote placed at SH

*=2.3. Such
asymptotic behavior implied a zero flow coefficient � at zero
Reynolds number �viscous asymptote� and a maximum flow co-
efficient �max as Reynolds number tended towards infinity �invis-
cid asymptote�. This asymptotic behavior correctly described the
trend of the Reynolds number effect; therefore, the empirical cor-
relation �Eq. �13�� created for SH

* obeyed the asymptotes while
also following the experimental data.

(a)

(b)

(c)

Fig. 4 Fan characterization rigs. „a… Schematic of fan characterization rigs. „b… Exploded view of micro-
fan characterization rig. „c… Assembled microfan characterization rig. 30 cm rulers included for scale.

Table 2 Uncertainty for characterization rigs

Rig scale P �Pa� Q �m3 s� Re

Datum 
0.021 
1.01�10−4 
14
1 /3 
0.05 
8.81�10−5 
5
1 /20 
0.05 
1.17�10−6 
2

0.00

0.10

0.20

0.30

0.40

0.50

0.00 0.10 0.20 0.30 0.40 0.50

φφφφ

ψψψψ

Re = 39,700

Re = 31,700

Re = 13,200

Re = 10,600

Re = 1,980

Re = 1,700

Re = 1,690

Re = 1,590

Re = 1,420

Re = 1,130

Re = 850

Re = 567

Re = 283

Datum fan

1/3rd scale fan

1/20th
scale

fan

Fig. 5 Dimensionless fan performance. � and � are defined
by Eqs. „4… and „5…, respectively.
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Fig. 7 Pressure flow characteristic, divided into three operat-
ing regimes „abrupt stall, progressive stall, and normal
operation…

0

10

20

30

40

50

60

70

80

90

0.0E+00 1.0E-03 2.0E-03 3.0E-03 4.0E-03 5.0E-03

Q in m3/s

P
s

in
P

a

8,400rpm

6,720rpm

Surge Line

Normal Operating
Regime

Stalling
Regimes

(a)

0

10

20

30

40

50

60

70

80

90

0.0E+00 5.0E-06 1.0E-05 1.5E-05 2.0E-05

(Q in m3/s)2

P
s

in
P

a

8,400rpm

6,720rpm

Surge Line

Normal Operating
Regime

Stalling
Regimes

(b)

Fig. 8 Linear trend in the normal operating regime of the 1/3
scale fan. „a… Static performance characteristics for the 1/3
scale fan. „b… Flow rate Q axis raised to the power of 2 to lin-
earize the normal operating regime.
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Fig. 6 Static performance characteristics for the 1/20 scale
fan; power of the flow rate axis Q has been adjusted to decom-
pose the performance characteristic into three lines. „a… Static
performance characteristics for the 1/20 scale fan. „b… Flow
rate axis raised to the power of 0.2 to linearize the progressive
stall regime. „c… Flow rate axis raised to the power of 2 to lin-
earize the normal operating regime.
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SH
* = 2.3 +

2860

Re

viscous term

�13�

The maximum flow coefficients �max were calculated from Eqs.
�9�, �12�, and �13� and compared with experimental values in Fig.
13. This plot was not an attempt to “verify” the correlation from
the same set of experimental data that it was borne from, but to
demonstrate the use of the aforementioned linear method in quan-
tifying the viscous loss and predicting the fan performance at any
Reynolds number.

Viscous Dominance
The 1 /20 scale fan performance characteristics became pro-

gressively linear in appearance as Reynolds number was reduced
from 850 to 283, as shown in Fig. 14, without any adjustment of
the power of the abscissa �. This self-linearization can be ex-
plained through consideration of the definition of the Reynolds
number Re �Eq. �3�� and the empirical correlation for RH

* �Eq.
�12�� and SH

* �Eq. �13��, which reveal an analogy with the
Hagen–Poiseuille formula for laminar pipe flow �Eq. �20��.

As previously discussed, the fan pressure-flow performance �in
the desired normal operating regime� could be determined by sub-
stituting the empirical correlations for RH

* �Eq. �12�� and SH
* �Eq.

�13�� into the linear dimensionless equation �9�, giving

� = 0.307 − 2.3�2

inviscid performance

−
2860

Re
�2

viscous loss

�14�

Substituting in � Eq. �4� and � Eq. �5� gave an expression for fan
static pressure rise Ps �Eq. �15��. The viscous loss term in Eq. �15�
bore a close resemblance to Darcy’s equation for laminar pipe
flow �63�. The significance of the “curve” and “line” designations
will be explained later in Eq. �21�.

Ps = 0.307�Umid
2 − 2.3

�Q2

A2
2

curve

inviscid performance

−
2860

Re

�Q2

A2
2

viscous loss

line

�15�

The definition of Reynolds number in Eq. �3� used blade speed
Umid as reference speed. This was a necessary and reasonable
approximation for experimentation; however, a more accurate
definition of Reynolds number would have involved the velocity
of the actual freestream flow over the blade surface. To explain
the self-linearization of characteristic shape, it was necessary to
adopt this more accurate definition of Reynolds number Rea �Eq.
�16��, which is based on the actual flow velocity relative to the
blade W�;

Rea =
�W�cmid

�
�16�

Substituting Rea �Eq. �16�� into Eq. �15� gave
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Fig. 9 Linear trend in the normal operating regime of the da-
tum scale fan. „a… Static performance characteristics for the
datum fan. „b… Flow rate Q axis raised to the power of 2 to
linearize the normal operating regime.
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Fig. 10 Dimensionless fan performance; � axis has been
raised to the power of 2 to display linear trends

101101-6 / Vol. 130, OCTOBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ps = 0.307�Umid
2 − 2.3

�Q2

A2
2

inviscid performance

− 2860
�

W�cmid

Q2

A2
2

viscous loss

�17�

The flow velocity relative to the blade W� was directly propor-
tional to the mean outlet velocity; thus,

W� = k
Q

A2
�18�

Substituting W� �Eq. �18�� into Eq. �17� gave

Ps = 0.307�Umid
2 − 2.3

�Q2

A2
2

inviscid performance

− 2860
��Q�

kcmidA2

viscous loss

�19�

In comparison, the Hagen–Poiseuille equation �20� for static pres-
sure loss Ploss for laminar flow in a pipe of length Lp and diameter
dp was �63�

Ploss =
128Lp

�dp
4 ��Q� �20�

Hence, the analogy, the viscous loss term in the fan characteristic
equation �19�, and the Hagen–Poiseuille equation �20� were both
proportional to the product of the dynamic viscosity � and volu-
metric flow rate Q. The coincidence was understandable as lami-
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Fig. 11 Plot of RH
* against the Reynolds number. The points

represent measurements and the continuous line represents
empirical correlation „Eq. „12……. The results for all fan scales
are shown in „a… and the results for the 1/20 scale fan are
shown more clearly in „b….
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nar flow was present in both cases, the only difference being that
the Hagen–Poiseuille equation �20� governed flow through a
simple circular cross section, whereas the fan characteristic equa-
tion �19� governed the relative flow through the complex curved
cross section presented by the blade geometry. The intersection
��Q� between both formulas implied that the linear scaling
method applied in this investigation was not a mere curve fit to
data, but also correctly described the observed viscous physical
phenomenon, and therefore holds for laminar Reynolds numbers
outside the experimental range covered.

The form of Eq. �15� explained the transition in characteristic
shape from a curve to a line as Reynolds number was reduced.
The ratio between the curve and line terms was

line term

curve term
=

2860

2.3 Re
�21�

Therefore, reducing Reynolds number Re caused the line term in
the previous equation �Eq. �21�� to become stronger relative to the
curve term, thus causing the appearance of the pressure-flow char-
acteristic to alter from the traditional curved shape to a line. Simi-
lar line characteristics were measured by Ref. �40� while decreas-
ing Reynolds number �i.e., increasing kinematic viscosity � in
large scale centrifugal pumps. The similarity between both Rey-
nolds number investigations indicates that this viscous physical
phenomenon was not confined to axial flow fans and therefore
may apply to future microscale turbomachinery such as those
manufactured by Ref. �64,65�.

Conclusions

Manufacture. This investigation proved that axial flow fans
can be manufactured and operated at the microscale. CNC milling
techniques were initially investigated but found to be incapable of
manufacturing rotors below 1 /6 scale, as the contact force of the
cutting tool destroyed the fragile blades. The noncontact nature of
the �EDM process was the principal factor in its success in manu-
facturing the microscale rotors intact.

The maximum rotational speed of the microfan was limited to
60,000 rpm because of tip scraping caused by rotor imbalance.
This speed limit can be surpassed in future designs by addition of

a second bearing at the fan outlet. Speed can also be increased by
manufacturing the rotors from lighter plastic materials.

Pressure-Flow Characteristics. There was a significant decre-
ment in pressure-flow performance as geometric size was reduced
towards the microscale �6 mm diameter�; however, this decrement
was not of sufficient magnitude to prohibit the use of axial micro-
fans in electronics cooling applications.

The complex curves formed by the axial fan pressure-flow char-
acteristics were decomposed into constructions of three lines, with
each line forming a different operating regime. These linear trends
provided a mathematical foothold �through a slope and ordinate
intercept� on the fan performance characteristics. In this investi-
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Fig. 13 Plot of the maximum flow coefficient �max against the
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Fig. 14 Dimensionless 1/20 scale fan performance character-
istics at low Reynolds number, showing distortion of the char-
acteristic shape. „a… Re=850. „b… Re=567. „c… Re=283.
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gation, the mathematical foothold was exploited to investigate
Reynolds number effect. In future investigations, it may be used
to quantify other aerodynamic effects or to provide a quick and
accurate method for determining fan performance across a range
of parameters �e.g., rotational speed, diameter, fluid density, and
viscosity�.

Analysis of the normal operating regime yielded novel dimen-
sionless parameters for ordinate intercept RH

* and slope SH
*. Ap-

plying a similar analysis to the linear trend observed in the pro-
gressive stall regime would yield more novel dimensionless
parameters. Empirical correlations for RH

* and SH
* determined

dimensionless fan performance in the normal operating regime at
any laminar rotational speed and casing diameter, and hence de-
termined the Reynolds number effect. RH

* was found to be a
constant value, independent of Reynolds number, and dependent
only on fan geometric design, whereas SH

* was found to be de-
pendent on Reynolds number, tending towards infinity as Re
tended towards zero, and tending towards a finite positive value as
Re tended towards large �laminar� values. Such asymptotic behav-
ior implied zero flow at zero Reynolds number, and convergence
towards a finite flow coefficient as Reynolds number tended to-
wards infinity.

The use of blade rotational speed as reference velocity in the
definition of Reynolds number sufficed for Re�850. Below this
limit, the fan performance characteristics became progressively
linear in appearance without any adjustment of the abscissa
power. In order to explain this self-linearization, it was necessary
to change the definition of Re so that the reference velocity was
the actual freestream velocity of the fluid relative to the blade
surface. The fan static pressure loss due to Reynolds number ef-
fect was subsequently found to be similar to the Hagen–Poiseuille
static pressure loss in pipe flow. This was understandable as al-
though the blade passage was a more complex shape than a simple
circular cross section, the flow in both cases was laminar, and
therefore the static pressure losses due to viscous action varied in
a similar manner with Reynolds number. Furthermore, the pro-
gressive self-linearization of the fan performance characteristics
was found to be due to the dominance of the viscous loss relative
to the inviscid performance. Similar experimental measurements
in centrifugal pumps indicate that this viscous physical phenom-
enon is common to very low Reynolds number turbomachinery.
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Nomenclature

Symbol
A � fan area, m2

c � blade chord length, m
d � diameter, m
g � acceleration due to gravity, m /s2

k � proportionality constant, 1
L � length, m
P � static pressure, N /m2

Q � volumetric flow rate, m3

R � ordinate intercept, N /m2

Re � Reynolds number, 1
S � slope �for SH�, kg m−7 �for SL�, kg m−1.6 s−1.8

t � time s
U � speed, m/s
V � absolute airspeed, m/s
W � airspeed relative to blade, m/s
z � Elevation, m

Greek Symbols
� � flow coefficient, 1
� � dynamic viscosity, kg/m s
 � kinematic viscosity, m2 /s
� � density, kg /m3

� � rotational speed, rad/s
� � static pressure coefficient, 1

Subscripts
2 � fan outlet
a � accurate
H � normal operating regime
L � progressive stall regime

loss � static pressure loss
max � maximum
mid � blade midspan

p � circular pipe
s � fan static pressure rise

� � freestream

Superscripts
� � dimensionless parameter, 1
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Computational Towing Tank
Procedures for Single Run Curves
of Resistance and Propulsion
A procedure is proposed to perform ship hydrodynamics computations for a wide range
of velocities in a single run, herein called the computational towing tank. The method is
based on solving the fluid flow equations using an inertial earth-fixed reference frame,
and ramping up the ship speed slowly such that the time derivatives become negligible
and the local solution corresponds to a quasi steady-state. The procedure is used for the
computation of resistance and propulsion curves, in both cases allowing for dynamic
calculation of the sinkage and trim. Computational tests are performed for the Athena
R/V model DTMB 5365, in both bare hull with skeg and fully appended configurations,
including two speed ramps and extensive comparison with experimental data. Compari-
son is also performed against steady-state points, demonstrating that the quasisteady
solutions obtained match well the single-velocity computations. A verification study using
seven systematically refined grids was performed for one Froude number, and grid con-
vergence for resistance coefficient, sinkage, and trim were analyzed. The verification
study concluded that finer grids are needed to reach the asymptotic range, though vali-
dation was achieved for resistance coefficient and sinkage but not for trim. Overall
results prove that for medium and high Froude numbers the computational towing tank is
an efficient and accurate tool to predict curves of resistance and propulsion for ship flows
using a single run. The procedure is not possible or highly difficult using a physical
towing tank suggesting a potential of using the computational towing tank to aid the
design process. �DOI: 10.1115/1.2969649�

Keywords: computational towing tank, resistance, propulsion, ship flow

1 Introduction
Since William Froude �ca. 1850� ship design is based on towing

tank tests, which have been standardized beginning in 1933 by
procedures developed under the auspices of the International Tow-
ing Tank Conference �ITTC� at its tri-annual meetings, e.g., recent
proceeding of the 24th ITTC �2005�. The advent of computer
technology and computational fluid dynamics �CFD� methods of-
fers an alternative to the traditional build and test design ap-
proach, i.e., simulation based design �SBD�. It has been conjec-
tured that SBD will offer innovative approaches to design and
out-of-the box concepts with improved performance.

CFD for ship hydrodynamics is well developed with advanced
capabilities for resistance and propulsion, seakeeping, and maneu-
vering as evidenced by the ship hydrodynamics CFD workshops,
most recently CFD Tokyo �2005�, and bi-annual Office of Naval
Research �ONR� Symposiums on Naval Hydrodynamics �SNH�,
most recently SNH 2006. One of the leading ship hydrodynamics
CFD codes and of present interest is CFDSHIP-IOWA, which has
been developed under ONR support at the Iowa Institute of Hy-
draulics Research �IIHR� over the past 20 years �most recently
version 4 �1��. The capabilities of ship hydrodynamics CFD codes
have largely been demonstrated mimicking typical towing tank
tests using the experimental data for validation of the simulations,
including both global and local flow variables �see, e.g. Ref. �2��.
Once validated, CFD thus far has largely been used for design
analysis, but with its current interdisciplinary capability including
global optimization methods �3� and emerging multidisciplinary
capability it assures in short time the reality of SBD. Recently,

CFD has shown its usefulness for conceptual design for high-
speed sealift concepts �4�.

Herein, the concept of a computational towing tank is imple-
mented to show that CFD and SBD have a potential to aid the
design process. The idea of a numerical towing tank is not new, as
the name has been used for an annual European workshop, most
recently Numerical Towing Tank Symposium �NUTTS� �2006�;
however, herein we demonstrate different possibilities and the full
potential of the concept. It will be shown that both resistance and
propulsion tests can be conducted in a unique and efficient manner
not possible or highly difficult using a physical towing tank
whereby the resistance and propulsion curves can be predicted in
single computer runs, which cover the entire Froude number �Fr�
range of interest. To achieve a computational towing tank for re-
sistance, propulsion, and other applications, absolute inertial
earth-fixed coordinates are applied. Most previous CFD simula-
tions for resistance �5�, propulsion �6�, seakeeping �7�, steady ma-
neuvering �8�, and dynamic maneuvering �9� applied relative in-
ertial coordinates or noninertial ship-fixed coordinates �10�.

2 Computational Method
The general-purpose solver CFDSHIP-IOWA-V.4 �1� solves the un-

steady Reynolds averaged Navier–Stokes �RANS� or detached
eddy simulation �DES� equations in the liquid phase of a free
surface flow. CFDSHIP-IOWA-V.4 is briefly summarized with focus
on application of the absolute inertial earth-fixed coordinates for
development and implementation of the concept of the computa-
tional towing tank.

2.1 Modeling. Governing differential equations. The govern-
ing differential equations �GDEs� of motion are derived and
solved in absolute inertial earth-fixed coordinates �X ,Y ,Z� for an
arbitrary moving but nondeforming control volume and solution
domain, respectively. As shown in Fig. 1, the control volume is
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for either the ship in black or background in gray. Both black and
gray control volumes form the solution domain. �x ,y ,z� are non-
inertial ship-fixed coordinates whose origin o is located at the
center of gravity of the ship with position vector R� in �X ,Y ,Z�. r�
and S� =R� +r� are the instantaneous position vectors of any point in
�x ,y ,z� and �X ,Y ,Z�, respectively. The ship translation velocity is

Ṙ� =�R� /�t=uiî0+vi ĵ0+wik̂0, where î0, ĵ0, and k̂0 are the unit vec-
tors of X, Y, and Z axes, respectively, and ui, vi, and wi are the
surge, sway, and heave velocities of the ship with respect to

�X ,Y ,Z�. The ship rotates with angular velocity �� =�Xî0+�Y ĵ0

+�Zk̂0 of �x ,y ,z� in �X ,Y ,Z�. The velocity of the control volume
is defined by

V� G = R�̇ + �� � r� �1�

The black control volume performs up to six degrees of freedom
�6DOF� motions �surge, sway, heave, roll, pitch, and yaw�. The
gray control volume performs up to 3DOF �surge, sway, and yaw�
motions copied from the corresponding degrees of freedom of the
ship’s motions. Any number of degrees of freedom can be im-
posed and the rest is predicted by the 6DOF solvers, which results
in captive, free, or semicaptive motions.

The Reynolds transport theorem �11� for incompressible flow
with an arbitrary nondeforming control volume moving at V� G
�shown in Fig. 1� is applied with the velocity relative to the con-
trol volume defined by

V� r = V� − V� G �2�

where V� is the absolute velocity in �X ,Y ,Z�. The flux term is
transformed to a volume integral using the Gauss divergence theo-
rem. Taking the limit for elemental control volume for which the
integrand is independent of the volume and dividing by the vol-
ume, the differential form per unit volume is obtained. Conserva-
tion of mass gives the continuity equation for V� r as follows:

� · V� r = 0 �3�

Substitution of Eq. �2� into Eq. �3� with � ·V� G=0 for a nonde-
forming control volume results in

� · V� = 0 �4�

Conservation of momentum using the divergence operator expan-
sion and the continuity equation, and expressing the body and
surface forces per unit volume give the momentum equation

�� �V�

�t
+ �V� − V� G� · �V�� = − ��p + �Z� +

1

Re
�2V� �5�

which is nondimensionalized using a reference velocity U
0
* �gen-

erally the maximum speed of the ship�, the ship length L*, the
water density �*, and viscosity �*. When the control volume is
limited to a point, the physical meaning of V� G is the local grid
velocity.

Equation �5� can be transformed into the relative inertial coor-
dinates �X� ,Y� ,Z�� translating at a constant velocity V� C relative to
�X ,Y ,Z� by replacing V� with V� r�+V� C and V� G with V� G� +V� C, where
V� r� and V� G� are the fluid and control volume velocities in
�X� ,Y� ,Z��, respectively. The time derivatives in the two inertial
coordinates are the same. Since the gradient, divergence, and La-
placian operators in Eq. �5� are frame invariant, the governing
equations in terms of V� r� in �X� ,Y� ,Z�� are obtained as follows:

�� �V� r�

�t
+ �V� r� − V� G� � · �V� r�� = − ��p + �Z� +

1

Re
�2V� r� �6�

Equation �5� can also be transformed into the noninertial ship-

fixed coordinates by replacing V� with V� r+V� G and V� G with Ṙ� +��
�r�. For any vector, the time derivative � /�t in �X ,Y ,Z� is related

to its time derivative �̃ /�t in �x ,y ,z� by �12�

�

�t
=

�̃

�t
+ �� � �7�

Again, since the gradient, divergence, and Laplacian operators in
Eq. �5� are frame invariant, the governing equations in terms of V� r
in �x ,y ,z� are obtained, which have a similar form to the Navier–
Stokes equations for a fixed control volume in absolute inertial
coordinates �standard NS equations hereinafter�, i.e., Eq. �5� with
V� G=0, except with an additional body-force term �11�

�8�

a� r = R̈� + 2�� � V� r + �� � ��� � r�� + ��̇ � r� �9�

The GDEs for continuity and momentum in �X ,Y ,Z� and
�X� ,Y� ,Z�� are transformed from the physical domain in Carte-
sian coordinates �X ,Y ,Z , t� to the computational domain in non-
orthogonal curvilinear coordinates �� ,� ,� ,	� using the chain rule
without involving grid velocity for the time derivative transforma-
tion �5�

1

J

�

�� j �bi
jUi� = 0 �10�

�Ui

�	
+

1

J
bj

k�Uj − UGj�
�Ui

��k = −
1

J
bi

k �p

��k +
1

J

�

�� j� bi
jbi

k

J Reeff

�Ui

��k �
+

bj
k

J

�
t

��k

bi
l

J

�Uj

��l + Si �11�

Equations �10� and �11� are identical to Warsi �13�, who trans-
formed the standard NS equations in �X ,Y ,Z , t� to a fixed com-
putational domain �� ,� ,� ,	� with the inclusion of the grid veloc-
ity �Xi /�	 in the time derivative transformation. In the present
derivation of Eqs. �5� and �6� the solution domain and control
volume are coincident with each other, which conceptually better
shows the relationship between the moving but nondeforming
control volume and solution domain and additionally provides the
continuous V� G /V� G� form of the NS equations. Compared with Eq.
�6�, Eq. �5� allows nonconstant V� C. When V� C=0, Eq. �6� reduces
to Eq. �5�. Transformation of the continuous V� G form of the NS
equations in �X ,Y ,Z� into �x ,y ,z� clearly shows the difference of

Fig. 1 Definition of absolute inertial earth-fixed coordinates
„X ,Y ,Z… and noninertial ship-fixed coordinates „x ,y ,z…
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GDEs using the absolute inertial earth-fixed or noninertial ship-
fixed coordinate systems. Compared with Eq. �8�, application of
Eq. �5� simplifies the specification of boundary conditions, saves
computational cost by reducing the solution domain size, and can
be easily applied to simulate multi-objects such as ship-ship inter-
actions. In general, implementation of Eq. �5� to simulate captive,
semicaptive, or full 6DOF ship motions is straightforward.

Turbulence and free surface modeling. The turbulent kinetic
energy k is computed using a blended k−� /k−� model �14�. A
single-phase level set method is used �1�. The location of the free
surface is given by the zero level set of the level set function ,
set to the positive distance to the free surface in water and nega-
tive in air. Since the free surface is a material surface, the equation
for the level set function is

�

�t
+ �Uj − UGj�

�

�xj
= 0 �12�

The jump conditions for velocity and the dimensionless piezo-
metric pressure at the free surface are given by Eqs. �15� and �18�
in Ref. �1�, respectively. Transport of the level set function with
Eq. �12� does not guarantee that  remains a distance function as
the computation evolves. To resolve this difficulty, an implicit
extension is performed every time  is transported. The first
neighbors to the free surface are reinitialized geometrically. The
rest of the domain is reinitialized using an implicit transport of the
level set function.

Propeller model. For propelled simulations, a simplified body-
force model is used to prescribe axisymmetric body force with
axial and tangential components �15�. The radial distribution of
forces is based on the Hough and Ordway circulation distribution,
which has zero loading at the root and tip. A vertex-based search
algorithm is used to determine which grid-point control volumes
are within the actuator cylinder. The force and torque of each
propeller are projected into the noninertial ship-fixed coordinates
and used to compute an effective force and torque about the center
of rotation, which is coincident to the center of gravity in this

study.
Calculations and transformations of forces and moments. The

dynamic pressure force F� pi and the hydrostatic pressure �buoy-
ancy� force B� i in the absolute inertial earth-fixed coordinates for
the ship are computed from

F� pi = −	
Sw

pda� �13�

B� i =	
Sw

Z

Fr2da� �14�

where a� is the outward pointing area vector and Sw is the wetted
surface area. The friction forces are computed using the velocity
in the absolute inertial earth-fixed coordinates

F� fi =
1

2 Re	
Sw

��V� + �V� T� · da� �15�

Thus the total force is

F� i = F� fi + F� pi + B� i �16�
The total moments are found from integrating the elemental forces
with the distance to the center of gravity r�CG as

M� i =	
Sw

r�CG � 
���V� + �V� T

2 Re
� − �p −

Z

Fr2�I�� · da�� �17�

F� i and M� i are then projected into the noninertial ship-fixed coor-
dinates �x ,y ,z� using

F� b = J�1�F� i�

M� b = J�1�M� i� �18�

The matrix J�1 transforms any vector in �X ,Y ,Z� to a vector in
�x ,y ,z� as follows:

J�1 = � cos � cos � sin � cos � − sin �

− sin � cos � + sin � sin � cos � cos � cos � + sin � sin � sin � sin � cos �

sin � sin � + cos � sin � cos � − sin � cos � + cos � sin � sin � cos � cos �
 �19�

where �, �, and � are the Euler angles for roll, pitch, and yaw,
respectively. The three components of F� b= �F� bx ,F� by ,F� bz� are the
surge, sway, and heave forces, respectively. The three components
of M� b= �M� bx ,M� by ,M� bz� are the roll, pitch, and yaw moments,
respectively.

6DOF module. The evolution of the location and the attitude of
the ship are computed solving the rigid body equations in �x ,y ,z�.
The translation of the ship is described by V� b= �ub ,vb ,wb�, where
ub, vb, and wb are the surge, sway, and heave velocities of the ship
with respect to �x ,y ,z�. The ship rotation is described using the
Euler angles �= �� ,� ,��, whose rates of change are computed
using �� b= ��x ,�y ,�z�, where �x, �y, and �z are the three angu-
lar velocity components with respect to �x ,y ,z� due to roll, pitch,
and yaw, respectively.

�̇ = J2�b = �1 sin � tan � cos � tan �

0 cos � − sin �

0 sin �/cos � cos �/cos �
�b �20�

The rigid body equations are

m��̃ub/�t − vb�z + wb�y� = Fbfx + Fbpx + Bbx + Wbx + Pbx − SFCbx

�21�

m��̃vb/�t − wb�x + ub�z� = Fbfy + Fbpy + Bby + Wby + Pby − SFCby

�22�

m��̃wb/�t − ub�y + vb�x� = Fbfz + Fbpz + Bbz + Wbz + Pbz − SFCbz

�23�

Ix�̃�x/�t + �Iz − Iy��y�z = Mbfx + Mbpx + MbBx + MbPTx + MbPQx

�24�

Iy�̃�y/�t + �Ix − Iz��x�z = Mbfy + Mbpy + MbBy + MbPTy + MbPQy

�25�
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Iz�̃�z/�t + �Iy − Ix��x�y = Mbfz + Mbpz + MbBz + MbPTz + MbPQz

�26�

where m is the mass of the ship. B� b= �Bbx ,Bby ,Bbz�, W� b

= �Wbx ,Wby ,Wbz�, and P� b= �Pbx , Pby , Pbz� are the buoyancy, grav-
ity, and propeller thrust forces in �x ,y ,z�, respectively. SFCb

= �SFCbx ,SFCby ,SFCbz� is the skin friction correction in self-
propulsion simulations. The moments and motions due to SFCb
are considered by subtracting SFCb from the propeller thrust. Ix,
Iy, and Iz are the moments of inertial with respect to the principal
axes of rotation, which are assumed to be coincident to the x, y,
and z coordinates. M� bB= �MbBx ,MbBy ,MbBz�, M� bPT= �MbPTx ,
MbPTy ,MbPTz�, and M� bPQ= �MbPQx ,MbPQy ,MbPQz� are the mo-
ments caused by the buoyancy, the propeller thrust force, and the
propeller torque in �x ,y ,z�, respectively. It is assumed that the
center of rotation and the towing point coincide with the center of
gravity. Thus the moments caused by the towing force and gravity
are zero. Any number of degrees of freedom can be imposed and
the rest is predicted, which results in captive, free, or semicaptive
motions. CFDSHIP-IOWA-V.4 only solves rigid body equations for the
predicted degrees of freedom using a predictor/corrector implicit
approach. The prescribed motions for position, translation veloc-
ity, and Euler angles are specified as functions of time in the
absolute inertial coordinates and read into CFDSHIP-IOWA-V.4 as a
data file.

Integration of Eqs. �21�–�26� provides V� b and �� b. V� b and �� b
are transformed back to V� i= �ui ,vi ,wi� and �� i= ��X ,�Y ,�Z� in
the absolute inertial earth-fixed coordinates using

Ṙ� = V� i = J�1
−1�V� b� �27�

�� i = J�1
−1��� b� �28�

New positions of the ship are obtained by integrating V� i and �̇
with respect to time. The position vectors and grid velocity are
computed by

R� = R� initial +	
0

T

V� idt �29�

�30�

Implementation of Eq. �30� is not straightforward. By taking ad-
vantage of the absolute inertial earth-fixed coordinates �X ,Y ,Z�,
V� G is alternatively computed by

V� G = Ẋî0 + Ẏ ĵ0 + Żk̂0 �31�

The time derivative is computed using Euler second-order back-
ward differences

��/�	 = 1/�	�1.5�n − 2�n−1 + 0.5�n−2� �32�
For a ship at the hydrostatic condition, all the left-hand-side

terms of Eqs. �21�–�26� and the right-hand-side terms of Eqs.
�24�–�26� are zero. The right-hand-side terms of Eqs. �21�–�23�
are simplified to

B� b + W� b = 0 �33�

which provides the ship weight, and

MbBy = 0 �34�

is used to compute the X-location of the center of gravity.

2.2 Numerical Methods. A second-order upwind scheme is
used to discretize the convective terms of the momentum equa-
tions. Viscous terms in Eq. �5� are discretized using second-order
central differences. Similar numerical schemes are used to dis-
cretize the turbulence equations. The time derivatives for momen-

tum and turbulent models are discretized using Eq. �32�. The mass
conservation is enforced using the pressure Poisson equation

�

�� j� bi
jbi

k

Jaijk

�p

��k� =
�

�� j

bi
j

aijk
��

nb

anbUi,nb − Si� �35�

2.3 Solution Strategy. The overall solution strategy using ab-
solute inertial earth-fixed coordinates is illustrated in Fig. 2. The
grids for the ship and background are read and split according to
user directives for domain decomposition parallelization. Once all
the variables are initialized, SUGGAR �16� is called for the first
time to obtain the initial overset interpolation information. A non-
linear loop is used to converge the flow field and motions within
each time step. At the beginning of each nonlinear iteration, the
overset information is read from a binary file produced by SUG-

GAR, the grids are moved according to the motions resulting from
the 6DOF predictor/corrector steps, and the transformation met-
rics and grid velocity are computed. Then the k−� equations are
solved implicitly followed by the level set function transport and
reinitialization. With the new location of the free surface the pres-
sure gradient is computed and the pressure-implicit split-operator
�PISO� �17� method is used to enforce a divergence free velocity
field where the pressure Poisson equation �Eq. �35�� is solved
using the PETSc toolkit �18�. Once the velocity field is obtained,
the forces and moments are weighted with coefficients provided
as a preprocessing step by USURP �19� used to properly compute
area and forces on overlap regions for a ship hull with
appendages.

Then the residuals of the nonlinear iterations are evaluated. If
the residuals of all variables drop to 10−3 indicating converged for
that time step, the motions are predicted for the next time step
using Eq. �21� in Ref. �7�. SUGGAR is called to compute the inter-
polation given the new location of the moving grids. If the non-
linear iteration is not converged, then the motions are corrected
using Eq. �22� in Ref. �7�. SUGGAR is called, and a new nonlinear
iteration starts.

A message passing interface �MPI�-based domain decomposi-
tion approach is used. Two to five nonlinear iterations are required
for convergence of the flow field equations within each time step.
Convergence of the pressure equation solver is reached when the
residual imbalance of the Poisson equation drops six orders of
magnitude. All other variables are assumed converged when the
linear iteration residuals drop to 10−5.

3 Implementation of Absolute Inertial Coordinates for
Resistance and Propulsion

3.1 Single Fr Resistance and Propulsion. For a single Fr
resistance simulation, the ship is towed at a speed based on the Fr,
i.e., ui=VC=Fr�gL. The rigid body equations �21�–�26� are sim-
plified to

ub = �wb sin � + VC�/cos � �36�

vb = 0 �37�

m��̃wb/�t − ub�y� = Fbfz + Fbpz + Bbz + Wbz �38�

0 = Mbfx + Mbpx + MbBx �39�

Iy�̃�y/�t = Mbfy + Mbpy + MbBy �40�

0 = Mbfz + Mbpz + MbBz �41�

The position vectors and grid velocity are computed by

R� = R� initial + VCTî0 +	
0

T

wik̂0dt �42�
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V� G = Ẋî0 + Żk̂0 �43�
The simulation converges when the resistance coefficients reach

asymptotic values, after which �̃wb /�t=�y =0 results from the
force and moment balances. The position vectors and grid veloci-

ties are further simplified by wi= Ż=0. The background grid is
prescribed to surge at the same speed of the ship but without
sinkage or trim.

The traditional way for a self-propulsion simulation is to mimic
the experiment using a root finder module to determine the pro-
peller revolution per second �RPS� �6�. However, this approach is
disadvantageous from a numerical simulation point of view. First,
even for a fixed RPS, the computations of the sinkage and trim are
slow to converge. A root finder that can change RPS above and
below the self-propelled point is needed and results in a very
expensive computation; secondly and most important, this ap-
proach can only be used for a single Fr, which requires many runs
if a large range of Fr is of interest, and local features on the
resistance curve may be lost if points were not chosen at those
specific speeds. Herein, self-propulsion simulation using the abso-
lute inertial earth-fixed coordinates is used to mimic a real self-
propelled ship. For a typical steady-state computation, the ship
speed is initially set to zero. When the propeller is turned on, the
ship accelerates until it reaches a constant speed when the resis-
tance force balances the thrust force from the propeller. The RPS
is specified based on the target Fr. The self-propelled Fr, resis-
tance coefficient, sinkage, and trim are all predicted.

A. Set RPS based on the target Fr.
B. Estimate wake factor 1−wt from instantaneous velocity

Uship.
C. Compute instantaneous advance coefficient J=Uship�1

−wt� / �nDP�.
D. Get thrust coefficient KT and torque coefficient KQ from J

based on the open water curve.

E. Compute the weight that needs to be added for the instan-
taneous Uship; this weight is subtracted from the thrust
force. This step is necessary if model-scale simulations
will be used to predict full-scale conditions or if the ex-
perimental data to be simulated followed the same proce-
dure.

F. Since KT and KQ are maximum for J=0, the ship will
accelerate.

G. Go to step B, repeat the above procedure until the final
ship velocity is achieved.

The rigid body equations are simplified to

m��̃ub/�t + wb�y� = Fbfx + Fbpx + Bbx + Wbx + Pbx − SFCbx

�44�

0 = Fbfy + Fbpy + Bby + Wby + Pby − SFCby �45�

m��̃wb/�t − ub�y� = Fbfz + Fbpz + Bbz + Wbz + Pbz − SFCbz

�46�

0 = Mbfx + Mbpx + MbBx + MbPTx �47�

Iy�̃�y/�t = Mbfy + Mbpy + MbBy + MbPTy + MbPQy �48�

0 = Mbfz + Mbpz + MbBz + MbPTz �49�

Note that the net moments caused by the two propellers’ torque
along the x and z axes are zero since the propellers are symmetric
about the center plane �i.e., x-z plane� with counter-rotating direc-
tions. The position vector is computed as

Fig. 2 Solution strategy using absolute inertial earth-fixed coordinates
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R� = R� initial +	
0

T

�uiî0 + wik̂0�dt �50�

with the grid velocity computed as in Eq. �43�. The self-

propulsion simulation converges when �̃ub /�t=�y =wb= Ż=0.
The disadvantage of performing single Fr simulations is that to

achieve a wide range of flow conditions will require many runs
that are very time-consuming in terms of CPU and case setup.

3.2 Full-Fr Curves of Resistance and Propulsion. To in-
crease the flexibility on diagnosing flow physics for a large range
of flow conditions, this study develops a computational towing
tank procedure that allows a single run for the prediction of resis-
tance and propulsion curves using the absolute inertial earth-fixed
coordinates. The basic assumption is that at every instant the flow
field is in a quasi steady-state, by virtue of imposing a very small
acceleration so as to cover the desired velocity range during the
computation. From the mathematical point of view, this means
that the time derivatives of GDEs are negligible in a time-average
sense. In many situations the ship transom is wet for low speeds
and there is continuous vortex shedding from the ship transom
corner, which forms naturally unsteady flows.

The shedding of the vortices may induce ship motions, oscilla-
tions of forces and moments, and deformation of the free surface.
An unsteady constant speed computation can capture all these
phenomena. The computational towing tank, being an unsteady
solution of an accelerating ship, can also capture these effects as
long as the characteristic times of these phenomena are much
smaller than the characteristic ship acceleration time. This condi-
tion is easy to meet for vortex shedding and the free surface fluc-
tuations, being high-frequency phenomena, but may be difficult
for ship motions that have a long period. In summary, the compu-
tational towing tank can be regarded as basically a controlled
transient calculation method.

The procedure starts with an appropriate choice of a reference
velocity to nondimensionalize the equations of motion. For con-
venience we choose to use the ship speed at the point of maximum
Fr to be achieved in the computation; thus

Frmax =
Umax

�gL
�51�

and thus the instantaneous ship Fr is

Fr = Uship/�gL �52�

Then the following has been carried out.

A. Specify the ramp time TR for either the ship speed �resis-
tance curve� or the RPS of the propeller �powering curve�
to control the acceleration of the ship. The ramp function
could be a linear, quadratic, or other continuous smooth
function. A linear function is used herein for the ship speed
changing from 0 to 1 as follows:

VC = Uship =
t

TR
=

Fr

Frmax
�53�

and the propeller RPS as

RPS = RPSmin +
t

TR
�RPSmax − RPSmin� �54�

B. Specify the time-step size based on TR, acceptable error,
and computational cost.

C. Perform computation �note VC in Eq. �42� needs to be
inside the integral as it is a function of time�.

D. Report the resistance curve, powering curve, and ship mo-
tions during the computation.

E. Estimate the total distance traveled and the time needed.
For a linear ramp function the total dimensional distance
the ship travels can be computed from

D* = L*	
0

TR

Ushipdt = L*	
0

TR t

TR
dt =

TRL*

2
�55�

The total dimensional time T* required for conducting
such an experiment can be estimated by

T* =
TRL*

U
max
*

=
TR

Frmax

�L*

g*
�56�

F. Analyze the free surface wave elevation, ship motions,
forces and moments, and other flow details at any Fr of
interest.

The optimum TR involves a trade-off between computation
speed and accuracy. The characteristic times of the main unsteady
processes related to the acceleration of the ship are the time nec-
essary to develop the boundary layer and the Kelvin wave pattern
in the vicinity of the ship. Based on the authors’ previous CFD
simulations, these two times are in the order of the time needed to
cover one ship length. So during this time we would like the
change of ship speed to be small, to obtain essentially constant
speed values of resistance coefficient, sinkage, and trim. If the
acceleration to the full speed �Umax=1 corresponds to Frmax� is
linear as in Eq. �53�, then to cover one ship length the ship needs
to travel a time �t obtained from

1 =	
t−�t/2

t+�t/2

t/TRdt =
t

TR
�t �57�

and using Eqs. �53� and �57� we obtain the change in Fr while the
ship traveled one ship length

�Fr =
Frmax

2

TRFr
�58�

which shows that the change in the Fr while the ship travels one
ship length is proportional to the inverse of TR and the instanta-
neous Fr. Figure 3 shows �Fr as a function of Fr for the two ramp
times used in the resistance simulation. It clearly demonstrates
that the single-curve procedure will not work for very low Fr
�Fr�0.1�, unless an impractically large TR is used. This conclu-
sion may be misleading since at low Fr the near-field wave pattern
will develop faster than in one ship length. In addition, since we
are slowly increasing the ship speed, the solution is only changing
slightly when the ship travels one ship length, and thus the char-
acteristic time adopted for this analysis may be too long. Figure 3
also shows that TR has little effect for Fr�0.4. Further discussion
on the subject is presented in the next sections.

Fig. 3 The change of Fr to cover one ship length as a function
of Fr
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4 Validation for High-Speed Transom Ship
Following the procedure of computational towing tank, single-

run full-Fr curves for resistance and self-propulsion are performed
for the Athena bare hull with a skeg �BH hereinafter� and a fully
appended twin-screw Athena �AH hereinafter�, respectively. As
shown in Table 1 for BH, two ramp times are used to investigate
the sensitivity of different ramp times on the prediction of resis-
tance coefficients and motions, with the long ramp time twice the
short one. For the long ramp, a larger time step is used to make
the whole curve run at an affordable computational cost. For AH,
the long ramp time is used to slowly increase the propeller RPS
that will accelerate the ship for a whole range of speeds �Fr
=0–1�. The ship lengths that the ship travels for each simulation
are also summarized and compared in Table 1 discussed later.

4.1 Experimental Data and Simulation Conditions. Towing
tank experiments for resistance of the high-speed transom stern
ship Athena with a skeg were conducted on a 1 /8.25-scale model
by Jenkins �20�. Measurements of resistance, wave resistance,
sinkage and trim, and wave elevation along the hull and at several
stations were made for Fr ranging from 0.28 to 1.00. The same
model but appended with twin rudders, stabilizers, skeg, shafts,

and struts was used to measure resistance and powering charac-
teristics �21�. Experimental data include sinkage and trim at 17
different Fr ranging from 0.336 to 0.839, open water curves for
the propellers �model 4710�, with the corresponding propeller
RPS, thrust deduction, and wake factors. Details of the simulation
conditions are summarized in Table 1.

4.2 Domain, Grid Topology, and Boundary Conditions.
Figures 4 and 5 show the grid topologies for the BH and AH
cases, respectively. Body-fitted “O” or “double-O” type grids are
generated for the ship hull and appendages, with extensive use of
overset grids. Cartesian background grids are used to better
specify the boundary conditions from the ship hull and refined
near the free surface to resolve the wave field. To resolve the
wake, a Cartesian refinement block is included. Though shown in
full domain in Fig. 5, only half domain has been computed taking
advantage of the symmetry of the problem about the center plane
y=0. Pitch and heave motions are allowed to predict the final
sinkage and trim. Only the grids attached to the hull move in these
two degrees of freedom, but all grids move with the surge speed
of the ship, following the forward motion. The boundary condi-
tions for all the variables are shown in Table 2.

Table 1 Simulation conditions

Geometry
Re
�M� Fr Model

TR
�dimensionless

second�
Ship

length �t Motions Propeller

Athena bare
hull with skeg

0–46 0–
1

URANS Uship 50 25 0.01 Predicted sinkage and trim
for ship grid; static

background grid

No

100 50 0.02

Fully appended
Athena

0–
31.3

0–
0.84

URANS PRS 100 56 0.02 Predicted surge, sinkage and
trim for ship, appendages,
and wake refinement grids;

predicted surge for
refinement and background

grids

Yes

Fig. 4 Simulation domain, grids, and boundary conditions for Athena bare
hull with skeg
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5 Verification and Validation
A verification and validation �V & V� study is conducted for the

towed BH for resistance coefficient, sinkage, and trim at Fr
=0.48. The V & V methodology and procedures follow Stern et al.
�22� with an improved correction factor formula for grid/time-step
uncertainty estimates �23�. The simulation numerical uncertainty
USN is composed of iterative UI, grid UG, and time-step UT errors

USN
2 = UI

2 + UG
2 + UT

2 �59�

The comparison error E is defined by the difference between the
data D and simulation S values as follows:

E = D − S �60�
The validation uncertainty is defined as

UV = �USN
2 + UD

2 �61�

where UD is the uncertainty of the experimental fluid dynamics
�EFD� data. When E is within �UV, solutions are validated at the
intervals of UV. Validation of the full-Fr curves for resistance
coefficient, sinkage, and trim for BH is conducted by assuming
that the same interval of UG based on the grid study for BH at
Fr=0.48 is valid for the whole Fr range.

Table 3 summarizes all the grids used for V & V for BH at
Fr=0.48, with y1

+ of the first grid point away from the wall. The
primary objective of this study is full-Fr curves of resistance and
propulsion. To maintain an affordable computational cost with a
reasonable accuracy, grid 5 is picked for most of the results. In-
vestigation of the issue of approaching the asymptotic range is
conducted by systematically refining grid 5 to grid 1 and coarsen-
ing grid 5 to grid 7 with a grid refinement ratio rG=21/4. This
allows nine sets of grids for verification including five sets with
rG=21/4, three sets with rG=21/2, and one set with rG=23/4.

For AH, a total of 2.2�106 grid points are split into 24 blocks
with an average of 90,891 grid points per processor.

5.1 Iterative and Statistical Convergence. Parametric stud-
ies on the nonlinear iterations for each time step ensure iterative
convergence at each time step. The simulation is then advanced to
the next time step. Results show that by increasing the nonlinear
iterations from 4 to 5, the difference for the resistance coefficient
CTX=CfX+CpX is less than 1%. Simulations used five nonlinear
iterations. The distribution of iterative errors 0.1%Sfine�UI
�0.6%Sfine for grids 1 to 7 is shown in Figs. 6�b� and 6�d� for
resistance coefficients and motions of BH, respectively. UI are of
the same order of magnitude for all grids, which suggests that it is
mainly determined by the iterative method applied and indepen-
dent of grid resolutions. The criterion for statistical convergence
of CTX is that the oscillations/fluctuations of the running mean are
less than 0.4% of the mean value, ensured for all cases run.

Fig. 5 Grid design for a fully appended Athena

Table 2 Boundary conditions for all the variables using absolute inertial earth-fixed coordi-
nates at a single Fr

 p k � U V W

Inlet
Resistance =−Z

�p

�n
=0 kfs=10−7 � fs=9 U=0 V=0 W=0

Self-propulsion =−Z
�p

�n
=0 kfs=10−7 � fs=9 U=0 V=0 W=0

Exit
�

�n
=0

�p

�n
=0

�k

�n
=0

��

�n
=0

�2U

�n2 =0
�2V

�n2 =0
�2W

�n2 =0

Far-field No. 1
�

�n
=0 0

�k

�n
=0

��

�n
=0 U=0 V=0 W=0

Far-field No. 2
�

�n
=0

�p

�n
=0

�k

�n
=0

��

�n
=0 U=0 V=0 W=0

Symmetry
�

�n
=0

�p

�n
=0

�k

�n
=0

��

�n
=0

�U

�n
=0 V=0

�W

�n
=0

No slip �ship hull�
�

�n
=0 Eq. �35� k=0 �=

60

� Re �y1
2 U=UG1 V=0 W=0

Table 3 Grids used for verification for Athena bare hull with skeg „Fr=0.48…

Grids 7 6 5 4 3 2 1

Ship 111�29�56
=180,264

132�34�66
=296,208

157�41�79
=508,523

187�49�94
=861,332

222�58�112
=1,442,112

264�69�133
=2,422,728

314�82�158
=4,068,184

Background 111�29�56
=180,264

132�34�66
=296,208

157�41�79
=508,523

187�49�94
=861,322

222�58�112
=1,442,112

264�69�133
=2,422,728

314�82�158
=4,068,184

Total 360,528 592,416 1,017,046 1,722,644 2,884,224 4,845,456 8,136,368
y1

+ 4.26 3.58 3.06 2.56 2.15 1.80 1.52
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5.2 Verification, Validation, and Discussion of Integral
Variables at Fr=0.48. Tables 4 and 5 show verification and vali-
dation studies for monotonically converged solutions for CTX and
ship motions, respectively. RG is defined as the ratio of solution
changes for medium-fine and coarse-medium solutions, which de-

fines the convergence conditions. CG is the correction factor and
PG is the observed order of accuracy. 1−CG indicates how far the
solution is from the asymptotic range where CG=1.

CTX monotonically converges on grids �2,4,6�, �1,3,5�, �4,5,6�,

Fig. 6 Verification for resistance coefficients and motions for Athena bare hull with skeg „Fr=0.48…: „a… resistance coeffi-
cients, „b… relative change εN= �„SN−SN+1… /S1�Ã100 and iterative errors for resistance coefficients, „c… sinkage and trim, and
„d… relative change εN and iterative errors for sinkage and trim

Table 4 Verification and validation study for integral resistance coefficient CTX of Athena bare
hull with skeg „Fr=0.48…. UG is %S1, %S2, %S3, or %S4. Others are %EFD „CTX=0.00575…; CTX is
based on the static wetted area; factor of safety for GCI is 1.25.

Grids
Refinement

ratio RG PG 1−CG

UG �%�

E
�%�

UV
�%�

UD
�%�

Correction
factor GCI

2, 4, 6 �2 0.63 1.32 0.42 4.90 3.34 1.83 5.21 1.5
1, 3, 5 �2 0.40 2.66 −0.51 3.59 0.72 2.10 3.96 1.5
4, 5, 6 �4 2 0.97 0.16 0.93 125.2 52.7 0.24 125.5 1.5
3, 4, 5 �4 2 0.80 1.27 0.41 7.23 4.98 1.23 7.47 1.5
2, 3, 4 �4 2 0.60 2.98 −0.64 8.73 1.07 1.83 9.02 1.5
1, 2, 3 �4 2 0.50 4.00 −1.42 1.11 0.58 2.10 1.88 1.5
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�3,4,5�, �2,3,4�, and �1,2,3�, oscillatorially diverges on grids
�5,6,7�, and monotonically diverges on grids �3,5,7� and �1,4,7�.
All the monotonically or oscillatorially diverged solutions involve
the coarsest grid 7, which is likely due to the insufficient grid
resolution. As shown in Fig. 6�a�, CTX and CpX for grid 7 do not
follow the trend as shown for grids 6–1. Compared to resistance
coefficients, sinkage and trim are more difficult to converge in
grid. Sinkage monotonically converges on grids �1,3,5� and �2,3,4�
and monotonically diverges on all other grid studies. Trim mono-
tonically converges on grids �1,3,5�, �4,5,6�, �2,3,4�, and �1,2,3�,
monotonically diverges on grids �1,4,7�, �3,5,7�, �2,4,6�, and
�3,4,5�, and oscillatorially diverges on grids �5,6,7�.

As shown in Table 4, solutions for CTX are far away from the
asymptotic range as 1−CG oscillates within a large range of val-
ues −1.42�1−CG�0.93. Grid study �3,4,5� is closest to the
asymptotic range. Excluding the highest UG on the coarse grids
�4,5,6� and the lowest UG on the finest grids �1,2,3�, the average
UG is 6.11% and 2.53% for the correction factor and the grid
convergence index �GCI� method, respectively. As shown in Fig.
6�b�, when grids are refined from 5 to 1, the relative solution
change between two successive grids �N systematically decreases
for CTX with 0.28% between grids 2 and 1. UI remains almost
constant with an average at 0.18%. Similar to CTX, the solutions of
CpX are far away from the asymptotic range but with a larger
oscillation of 1−CG and a smaller average UG �1.36%�. Figure
6�b� shows that �N of CpX oscillatorially decreases when the grid
is refined with 0.4% between grids 1 and 2, which is likely due to
the same order of magnitude of the iterative error UI on grids 1
and 2, which are 0.28% and 0.25%, respectively. Compared to
CTX and CpX, oscillations of 1−CG of CfX is much smaller but the
average UG �36.1%� is much larger. Figure 6�b� shows that �N of
CfX linearly decreases when the grid is refined from 5 to 1 with
1.05% between grids 1 and 2. Compared to CTX and CpX, UI of
CfX is smaller with an average at 0.015%.

Table 5 shows the monotonically converged solutions for sink-
age and trim. Sinkage only converges on grids �1,3,5� and �2,3,4�
with a larger magnitude of 1−CG for the latter but a larger UG for
the former. The average UG of sinkage is 1.59%. As shown in Fig.
6�d�, �N of sinkage shows linear increase and oscillatory decrease
for grids coarser and finer than grid 3, respectively. �N between
grids 1 and 2 is 0.85% and the average UI is 0.15%. The oscilla-
tory decrease of sinkage is likely due to the same order of mag-
nitude of UI on grid 2. Compared with sinkage, oscillation of 1
−CG for trim is smaller �−1.18�1−CG�0.6�, but with larger
grid uncertainties 4.64% �UG�42.87% with an average 15.27%.
Grids �1,3,5� are closest to the asymptotic range with almost the
smallest UG. As shown in Fig. 6�d�, �N of trim shows oscillatory
increase and linear decrease for grids coarser and finer than grid 3,
respectively. �N between grids 1 and 2 is 1.2% and the average UI
is 0.12%.

Validation is conducted for CTX and ship motions in Tables 4
and 5, respectively. For CTX, the comparison error E between the
fine grid solution and the EFD data is increasing from 0.24% to
2.10% of EFD when grid is refined from 4 to 1. Except for grid 4,

the average E between the fine grid solution and the EFD data is
about 2% and is insensitive to the grid refinement while the aver-
age UV is 5.5%. CTX is validated �E�UV� on grids �2,4,6�, �1,3,5�,
�4,5,6�, �3,4,5�, and �2,3,4�. �1,2,3� is not validated as the verifi-
cation procedure �22� predicted unreasonable small UG for CG
�1 �shown in the table� and the improved verification procedure
�23� is invalid for CG�2. Sinkage is validated on grids �1,3,5�
and �2,3,4� with E and UV at the intervals of 1.05% and 29.4%,
respectively. Further grid refinement does not reduce the interval
of validation since USN�UD. Although trim has a larger UG, E
�10.43% on average� is much larger than that of sinkage and trim
is only validated on grids �4,5,6� and �2,3,4� at an average interval
of 29% for UV.

5.3 Validation of Full-Fr Resistance Curve Simulations.
Figure 7 shows resistance coefficient, sinkage, and trim BH pre-
dictions using the single-run approach with ramp times of 50 and
100 dimensionless seconds, and experimental data for 0�Fr�1.
Analysis of Eq. �58� shows that the error on the Fr evaluation is
larger at lower speeds. As mentioned earlier, it is reasonable to
think that since the ship is accelerated slowly, the solution at any
speed starts from a solution that is very close, and thus the one
ship length necessary for the boundary layer and wave field to
develop evaluated using Eq. �58� may be largely overestimated.
This appears to be confirmed by Fig. 7. It shows that for the
acceleration ramp time of 100 dimensionless seconds the solution
is close to that obtained through steady-state computations and
experimental data except for 0.4�Fr�0.55. Beyond Fr=0.55,
there is no noticeable difference of resistance coefficient between
the two ramps. As shown in Fig. 7, the sinkage matches the ex-
perimental data very well for both ramps with the long ramp a
little closer. For Fr�0.35, the trim predicted by the long ramp
agrees very well with the EFD data. For Fr�0.35, all trim values
are underpredicted by 10%, possibly due to the different levels of
convergence compared with steady-state computations as the lat-
ter agrees well with the EFD data. Since no experimental infor-
mation was available, the authors used ZCG=0.00664 for the cen-
ter of gravity, which is chosen by testing a range of ZCG values for
Fr=0.48 and comparing resistance coefficient, sinkage, and trim
with experimental data. YCG equals to zero as the geometry is
symmetric with respect to the center plane y=0. XCG=0.5688 is
calculated based on the balance of pitching moment for static
conditions. Two steady-state cases for BH at Fr=0.48 and Fr
=0.8 are computed by towing the ship at a constant speed and
predicting resistance coefficient, sinkage, and trim. In addition, six
steady-state solutions are available in literature �24� computed fix-
ing sinkage and trim to experimental values. Predictions of these
CFD computations agree very well with the EFD data.

Distributions of the comparison errors and validation uncertain-
ties �E , �UV� versus Fr are shown in Fig. 8 for CTX, sinkage, and

trim for the two different TR. The average comparison errors �Ē�,
average validation uncertainties UV ,UD �20�, USN, and USN /UD
are presented in Table 6. UG of grids �3,4,5� and �1,3,5� are se-
lected for resistance coefficient and motions, respectively. With

Table 5 Verification and validation study for motions of Athena bare hull with skeg „Fr
=0.48…. UG is %S1, %S2, or %S4. Others are %EFD „sinkage is −0.00341 and trim is 0.7105 deg….

Parameter Grids
Refinement

ratio RG PG 1−CG

UG
�%�

E
�%�

UV
�%�

UD
�%�

Sinkage 1, 3, 5 �2 0.31 3.4 −1.25 1.80 1.5 29.4 29.3
Sinkage 2, 3, 4 �4 2 0.13 12 −15.92 1.37 0.6 29.3 29.3

Trim 1, 3, 5 �2 0.48 2.13 −0.09 4.67 13 9.66 8.1
Trim 4, 5, 6 �4 2 0.86 0.89 0.60 42.87 3.7 45.2 8.1
Trim 2, 3, 4 �4 2 0.53 3.69 −1.16 8.91 12 12.81 8.1
Trim 1, 2, 3 �4 2 0.53 3.71 −1.18 4.64 13 9.65 8.1
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the increase of Fr, the resistance coefficient E shifts from −5% to
+5% and remains small for Fr�0.6. The sinkage E shows oscil-
lations around zero with the maximum at Fr=1. The smallest E
for trim is for Fr�0.4. It reaches the maximum 20% at Fr=0.4
followed by a decrease for 0.41�Fr�0.65 and a gradual increase
for Fr�0.65. Compared to the short ramp time, the long ramp

time helps reduce �Ē� by 34.4%, 4.9%, and 8.6% for resistance
coefficient, sinkage, and trim, respectively. For both ramp times,
resistance coefficient and sinkage are validated for the whole Fr
range at UV 8.5% and 34.3% of the EFD data, respectively. Trim
is only validated for Fr�0.4 at UV of 7.0%. USN /UD are 5.6,
0.026, and 0.54 for resistance coefficient, sinkage, and trim,
respectively.

For the long ramp time at Fr=0.48, �E� and UV for CTX are 2.9%
and 7.5%, respectively, compared with the smaller average �E�
�2%� and UV �5.5%� for a single Fr V & V. �E� and UV for sinkage
are 4% and 34.3%, respectively, compared with the smaller aver-
age �E� �1.05%� and UV �29.4%� for a single Fr V & V. �E� and UV
for trim are 13.7% and 7.0%, respectively, compared to a smaller
average �E� �10.43%� and a much larger UV �29%� for a single Fr
V & V. E and UV for CTX are computed based on the EFD data.
However, to avoid misleading values for E and UV due to very
small magnitudes for high Fr sinkage and low Fr trim, all percent-
ages of the sinkage and trim for the full-Fr curve are computed
based on their dynamic range, of which UD for sinkage is large
due to the small dynamic range.

Using Eq. �55�, the total distance the ship travels are 25 and 50
ship lengths for the ramp times of 50 and 100 dimensionless sec-
onds, respectively. The length of the model Athena R/V is L
=5.69 m. To run 25 and 50 ship lengths in experiments will re-
quire 142.25 m and 284.5 m, respectively. Using Eq. �56� and
noting Frmax=1.0 for BH, the total time required for conducting
such an experiment are 38.1 s and 76.2 s for the CFD ramp times
of 50 and 100 dimensionless seconds, respectively. In addition, a
variably controlled speed would be necessary for the carriage,

which may be cumbersome.
A typical single Fr number run takes 51 wallclock hours on an

IBM P4 using 24 processors. If simulations are conducted at all
the Fr where EFD data are available for BH, the time saved using
a single run is 68.6%.

Figure 9 shows the free surface wave field predicted at Fr
=0.43 using a ramp time of 100 dimensionless seconds. Com-
pared with the unsteady RANS computation for Athena bare hull
at Fr=0.43 �25�, the overall flow pattern is similar except for the
breaking bow wave, due to the insufficient discretization on the
coarse grid applied.

5.4 Validation of Full-Fr Propulsion Curve Simulation.
Figure 10 shows the whole powering curve for the AH using a
ramp time of 100 dimensionless seconds. The independent vari-
able is the propeller RPS, which is slowly increased as a function
of time �Eq. �54��. All the dependent variables, including the re-
sistance coefficient, Fr, and sinkage and trim are predicted. It is
observed that overall both the computational towing tank ap-
proach and the steady-state computations agree well with the EFD
data. Predicted Fr are 2.6% lower than the EFD data, which may
be caused by the simplified body-force propeller model applied
and the uncertainties of the EFD data. The predicted ship sinkage
and trim agree well with EFD for a low-speed range �Fr�0.45�
but are overpredicted for 0.45�Fr�0.83, the magnitude of the
overprediction increasing with increasing Fr. This is likely due to
the complexity of the wave splashing and breaking, bubble en-
trainment, and free surface turbulence for high-speed ship flows,
which are not modeled herein. Predicted resistance coefficient
agrees very well with EFD, except for RPS�13.6 �Fr�0.37�,
where the difference between CFD and EFD is up to 13%. The
nondimensional propeller thrust force is higher than the resistance
coefficient within this range, which suggests that the very slow
ship speed at the beginning of the whole powering curve simula-
tion does not provide sufficient time for the wave pattern and
boundary layer to be fully developed.

Fig. 7 Resistance coefficient, sinkage, and trim for a slow acceleration of
Athena bare hull with skeg „grid 5…. Solid circles: experimental data; open
triangles: resistance coefficient predictions for fixed experimental sinkage
and trim †24‡; open squares: steady-state computation of resistance coeffi-
cient, sinkage, and trim; lines: predictions.
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Three steady-state points were simulated for Fr=0.432, 0.575,
and 0.839 and compared with the EFD data �Table 7�. The thrust,
torque, and advance coefficients of the propeller are computed
based on the target Fr. When the resistance force balances the total
thrust force from the propeller minus the skin friction correction,
the acceleration of the ship equals zero and the ship speed be-
comes a constant. This self-propelled speed �thus Fr� and the pre-
dicted sinkage and trim were then compared with the target values
�EFD data�. The predictions of the self-propelled Fr are within
2.1% of the EFD values. Sinkage and trim differences are less
than 11% for all Fr, with the exception of the very low sinkage

observed at the highest Fr, for which the relative error is mislead-
ing since the absolute value is properly predicted by CFD.

6 Conclusions and Future Work
The implementation of absolute inertial earth-fixed coordinates

�X ,Y ,Z , t� in the RANS/DES solver CFDSHIP-IOWA allows devel-

Fig. 8 Validation of Athena bare hull with skeg: „a… resistance
coefficient, „b… sinkage, and „c… trim

Table 6 Summary of validation of full-Fr resistance curve
simulations. %EFD for CTX and %EFD dynamic range for sink-
age and trim.

Parameters �Ē� �%� UV �%� UD �%� USN �%� USN /UD

TR=50 s
CTX 3.2 8.5 1.5 8.4 5.6

Sinkage 8.1 34.3 34.3 0.9 0.026
Trim 10.5 7.0 5.9 3.2 0.54

TR=100 s
CTX 2.1 8.5 1.5 8.4 5.6

Sinkage 7.7 34.3 34.3 0.9 0.026
Trim 9.6 7.0 5.9 3.2 0.54

Fig. 9 Free surface wave fields for Athena bare hull with skeg
at Fr=0.43

Fig. 10 Whole powering curve for a slow acceleration of a fully
appended Athena as a function of RPS. Solid circles: experi-
mental data; open squares: steady-state computation of resis-
tance coefficient, sinkage, and trim; lines: predicted quantities.
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opment of the computational towing tank procedures to calculate
the full Froude number curves for resistance and propulsion for
Athena R/V Model 5365 with a skeg and fully appended, respec-
tively. Compared to the relative inertial and noninertial ship coor-
dinates, application of GDEs in �X ,Y ,Z , t� simplifies the specifi-
cation of boundary conditions, saves computational cost by
reducing the solution domain size, and can be easily applied to
simulate multi-objects such as ship-ship interactions. In general,
implementation of the absolute inertial earth-fixed coordinates to
simulate captive, semicaptive, or full 6DOF ship motions is
straightforward.

A verification study is conducted for seven systematically re-
fined grids ranging from 360,528 to 8.1�106 grid points, which
allows nine sets of grid studies with three different refinement
ratios. CTX monotonically converges for six sets of grids except
those with the coarsest grid 7 involved whereas motions are more
difficult to converge. 1−CG shows a large range of oscillations
indicating that the solutions are far from the asymptotic range.
The average grid uncertainties UG are 6.11%, 1.59%, and 15.27%
for CTX, sinkage, and trim, respectively. The relative solution
changes �N between the two finest grids are 0.28%, 0.85%, and
1.2% for CTX, sinkage, and trim, respectively. The average itera-
tive errors UI are 0.18%, 0.15%, and 0.12% for CTX, sinkage, and
trim, respectively, which indicates that separating UI and UG for
fine grids is problematic. Implementation of more accurate and
efficient iterative methods to speed up the convergence �e.g., mul-
tigrid� will be necessary.

Sensitivity study of the ramp time conducted for a full-Fr resis-
tance curve shows that CTX and ship motions predicted using the
long ramp time are closer to the EFD data than the short one. This
is consistent with the validation of the full-Fr resistance curve,
which shows that the long ramp time reduces the average com-
parison errors �E� by 34.4%, 4.9%, and 8.6% for CTX, sinkage, and
trim, respectively, compared to the use of the short ramp time. For
both ramp times, validation is achieved at intervals of validation
�UV� 8.5% and 34.3% for CTX and sinkage, respectively, but not
achieved for trim except for Fr�0.4 at UV of 7.0%.

The overall intervals of �E� for resistance coefficient, sinkage,
and trim are consistent with previous studies �4,7,26�. For CTX,
overall results of the 2005 and 2000 workshop results indicate that
the interval of �E� is 4% �26�. Other typical values for �E� is 8% for
High Speed Sealift �HSSL�-Delft �4� and 4.3% for 5512 �7�. For
sinkage, �E� is 23% for HSSL-Delft and 7.4% for 5512. For trim,
�E� is 17% for HSSL-Delft and 10.4% for 5512. USN for CTX is at
the same interval as other studies while USN for ship motions are
rarely evaluated by previous studies.

Overall results prove that for medium and high Froude numbers
the computational towing tank is an efficient and accurate tool to
predict curves of resistance and propulsion for ship flows using a
single run, including time savings on case setup and CPU hours
compared to multiple runs and accuracy and flexibility on diag-
nosing flow physics. The procedure is not possible or highly dif-

ficult using a physical towing tank suggesting a potential of using
the computational towing tank to aid the design process. However,
a full curve simulation for low Fr can be very expensive in terms
of computational time due to the long ramp time needed to accel-
erate the ship and resolve the unsteadiness of the flow.

Future work is to investigate the effects of different ramp time
functions and initial conditions and improve the propeller model
using a more complex propeller model �for instance, the Yamazaki
model �27�� that accounts for the interaction between ship hull and
propeller.
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Numerical Analysis on the
Start-Up Flow Past a Resonant
Cavity
This paper presents the results of a computational analysis on a three-dimensional un-
steady flow inside a resonant cavity. The cavity was fully immersed in a channel flow, had
a squared cross section, and a spanwise aspect ratio equal to 3. It was partly closed to
the inflow by slits upstream and downstream. The lid was 1 /4 of the cavity length. The
Reynolds number was Re�8000 based on the freestream velocity. The numerical simu-
lations were carried out for flow times up to 380 units. Results are presented for a
symmetric cavity with respect to the normal to the freestream. The analysis shows com-
plex three-dimensional vortex structures, with Taylor–Görtler-type vortices, filament vor-
tices, and other secondary vortices, some having a relatively short life-span. It is shown
that the flow is substantially symmetric, with small spanwise instabilities. It is further
shown that there is an asymptotic tendency to an unsteady flow with large wavelengths. A
primary vortex establishes at the center of the cavity. Most vortex regions disappear and
that they depend on the type of geometry and the state of the boundary layer at the
inlet. �DOI: 10.1115/1.2969271�

1 Introduction
The present study deals with the flow entrained by an external

channel on a cavity. An impulsive flow at a laminar Reynolds
number is considered. The cavity is immersed in a channel and
partly occluded by slits, necks, and other means that can be placed
upstream, downstream, or at both locations. The arrangement dis-
cussed is sometimes called resonant cavity.

Fluid is set in motion by the shear layer at the lid, as indicated
in the sketch of Fig. 1. The incoming boundary layer creates shear
forces large enough to create vertical currents in the downstream
edge, and thence a global circulation, vortices of various nature
and time-span, and a mixing of fluid in most areas. The state of
the boundary layer at the lid is extremely important. An unstable
�perhaps already separated� boundary layer is a source of unstable
forcing at the lid.

The aims of the present study were threefold: �1� to investigate
the start-up of the flow, the mechanism of flow entrainment, and
the mass flow exchange between the cavity and the channel; �2� to
investigate the dynamic behavior of the vortex structures and �3�
to investigate the long term flow behavior of the cavity flow.

Flow trapped in resonant cavities is of importance in all prob-
lems dealing with the mixing of fluids, the diffusion of pollutants,
and the spreading of fires. Other applications include indoor ven-
tilation, panel joints in aerospace and automotive engineering,
open bays and gaps of various nature that create drag and forced
vibrations. The relative width of the lid h /L in some cases can be
as low as 1 /10 �L is the length of the cavity�. As the relative lid
size decreases, the flow entrainment also decreases, and the char-
acteristic times become quite large. Changes in the aspect-ratio of
the cavity lead to substantial changes in the flow characteristics.

A number of basic three-dimensional �3D� features of classical
cavity flows are known to exist, as proved by Rhee et al. �1� and
Migeon �2�. These are corner vortices, spanwise currents, and
counter-rotating Taylor–Görtler-like �TGL� vortices. Corner vorti-
ces may be thought of as extensions of the secondary vortices in
the lower corners of the ideal two-dimensional cavity. They were

first shown by Moffatt �3�. In particular, it was proved analytically
that an infinite series of diminishing counter-rotating vortices
would appear in a corner flow. Koseff and Street �4,5� contended
that the corner vortices were extensions of those secondary vorti-
ces because a vortex cannot simply end at a surface. The corner
vortices are generated by the interaction of the primary vortex and
the end-wall condition �6�.

The fluid in a cavity flow is not confined to one spanwise plane,
but currents of fluid exist that transfer fluid from the end-walls to
the center, and back again. The end-walls are known to be respon-
sible for this particular flow feature, as proved by experimental
studies �Koseff and Street �5��, involving cavities of different
spanwise aspect ratios. According to Bernoulli’s principle, a ve-
locity gradient will also generate a pressure gradient, so the pres-
sure at the cavity’s end-walls becomes slightly higher than at its
center. The result of this is that the fluid in the primary vortex core
tends to spiral toward the cavity center, following the pressure
gradient. To satisfy the law of conservation of mass, however,
there must be an equal amount of fluid flowing back to the end-
walls, and this occurs inside the secondary vortices.

Because both end-walls cause this effect, the spanwise flow
pattern inside a driven cavity is symmetrical, with the inward-
moving flow in the primary vortex traveling toward the center
from both end-walls. These two flows collide in the middle of the
cavity, and this is the reason why the primary vortex strength in
the cavity’s center is diminished. It is therefore possible to trace
the spanwise recirculation within cavity flow: Fluid is transported
to the cavity’s center in the core of the primary vortex, and at the
center-plane it is transferred to the secondary vortices. They trans-
port it back toward the end-walls, where the corner vortices trans-
fer it back to the primary vortex.

TGL vortices have been noted in almost all experimental stud-
ies of cavity flows, and they are still a subject of interest. They
consist of small pairs of counter-rotating vortices that exist along
the boundary of the primary vortex, aligned with the direction of
fluid motion. They exist because fluid flowing over a concave
boundary tends to become destabilized because of centrifugal
forces acting on it. This instability leads to the formation of TGL
vortices. Conversely, fluid flowing over a convex boundary tends
to be more stable than “flat” flow, for a given Reynolds number
�7�. In the case of cavity flow, the concave boundary that leads to
TGL vortex formation is the boundary of the primary vortex, al-
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though this has been a cause of debate in the past. Initially, the
separation of the primary vortex’s boundary from the cavity walls
at the corners, to go around the secondary vortices, was thought to
be the generation trigger �4�. However, more recent studies seem
to indicate that it is merely the concavity alone that causes TGL
vortex formation and that a separation point is not required, as
reported in Ref. �2�.

There are four stages to TGL vortex formation �2�, and they
progress with the increasing Reynolds number. To begin with, an
oscillatory undulation forms in the boundary between the primary
vortex and one of the secondary vortices; this is followed by a
converged-streamline structure forming, which in turn begins to
oscillate. Finally, this develops into the counter-rotating motion
characteristic of TGL vortices. Disagreement exists as to whether
they are generated at the corner vortices or in the center of the
cavity. Some studies such as that of Freitas �6� seem to implicate
the rotational action of the corner vortices. However, other re-
searchers such as Chiang and Sheu �8� point to the undulations in
the primary vortex’s boundary, being spawned from the cavity’s
center. This study also found that TGL vortices are known to burst
from regions of local maximum kinetic energy formed by the
interaction of the vortex and secondary vortices.

A large number of scientific and technical publications address
cavity problems, some of which are of marginal relevance to the
present study. From the numerical point of view, we mention the
work of Drikakis et al. �9� on multigrid convergence, Gilmanov
and Sotiropoulos �10� for the simulation of bodies immmersed in
cavities, and Peng et al. �11� with the Boltzmann lattice method.
We limit the following discussion to results that are of relevance
to the present investigations. A suitable review on the subject is
the one of Shankar and Deshpande �12�. Guermond et al. �13�
investigated start-up flows in the lid-driven cavity and correlated
simulation and experimental data at Re=1000. Their detailed
study pointed at the importance of the boundary conditions, and
concluded that correlation between data is difficult over long flow
times when the two sets of data tend to diverge. Prasad and Koseff

�14� investigated the effect of the cavity’s spanwise aspect-ratio
and the Reynolds number on the development of the TGL vortices
for a lid-driven cavity flow and concluded that both parameters
affect the flow development and instability. In fact, a low aspect-
ratio confines the flow between two end-walls and tends to reduce
the velocity fluctuations, which are ultimately due to residual TGL
vortices.

2 Computational Flow Model
The computational model consisted of a finite-volume Navier–

Stokes solver and a multiblock mesh. The solver is written in
general curvilinear coordinates and is well documented in other
publications, for example Refs. �15–17�. The code uses simple
variables �u, v, w, and p� in a collocated storage arrangement.
Rhie �18� interpolation is used to avoid odd/even pressure decou-
pling. The convective terms are discretized using a second-order
total variation diminishing �TVD� upwind scheme, implemented
using a deferred correction approach. Central differences are used
for the viscous terms, where only the normal terms are treated
fully implicit, while the terms from nonorthogonality and the vari-
able viscosity terms are treated explicitly.

For incompressible flow, no equation of state exists for the
pressure. The necessary pressure and velocity coupling is obtained
through the SIMPLE algorithm of Patankar and Spalding �19�.
This method is based on deriving an equation for the pressure or
pressure correction by combining the continuity equation with the
momentum equations.

The equations are solved iteratively. First, the momentum equa-
tions are used as a predictor step to advance the solution in time.
At this point in the computation the resulting flow field will not
fulfill the continuity equation. The rewritten continuity equation
�the so called pressure correction equation� is used as a corrector,
making the predicted flow field satisfy the continuity constraint.
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Fig. 1 Three-dimensional view of the cavity „computational model…
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This two-step procedure corresponds to a single iteration or
pseudo-time-step; the process is repeated until convergence is ob-
tained.

The three momentum equations are solved decoupled using a
red/black Gauss–Seidel point solver. The solution of the elliptic
Poisson system arising from the pressure correction equation is
accelerated using a multigrid method. A three-level grid sequence
and local time stepping are used. The solver uses message passing
interface �MPI� for parallelization on distributed memory.

2.1 Validation of the Model. We have performed numerical
studies over a wide range of Reynolds numbers for both lid-driven
and shear driven cavity flows. For the validation of the numerical
technique no data were available on similar models. Therefore, we
have chosen some lid-driven cavity problems that are well docu-
mented in literature.

The first case is a lid-driven flow as described by Guermond et
al. �13�. In this test case the cavity has spanwise aspect-ratio
�SAR�=2:1. It is set into a vertical motion from rest in a rig that
is described in that paper. The Reynolds number was Re=1000,
and the time step was �t=0.005, for a grid made of a single cubic
block 68�68�68=314,432 cells. This compares with a time
step of �t=0.004 and a grid size of about 300,000 tetrahedra in
the half-cavity of the reference data. Both experiments and nu-
merical simulations seemed to prove that the flow tends asymp-
totically to a steady state after a flow time �=12. It was also
proved that the flow is symmetric with respect to the midsectional
plane.

Figure 2 shows the comparison between velocity components at
the symmetry cross section at a flow time �=12. One graph is the
w-velocity component on the horizontal line through the center of
the cavity, and the other graph is the u-component on the vertical
line through the center. We considered this correlation
satisfactorily.

The second case is a lid-driven cavity flow as described by
Arnal et al. �20� and Kost et al. �21�. This is a cavity of SAR
=3:1, at a Reynolds number Re=3200. This case is referred to as
completely symmetric, as the previous case. The mesh topology,
size, and time step were the same as for the case of Re=1000.
Reference data are available at various flow times. We have cho-
sen a relatively large one, �=50, since correlations between nu-
merical simulations and experimental data tend to degrade over
time. Comparisons were made at the symmetry section, as in the
previous case. The results are shown in Fig. 3. The distribution of
w-velocity component shows a flat plateau around the upstream

vertical wall, perhaps due to interpolation errors. The other data
are in fairly good agreement. With these interim results, we pro-
ceeded to simulate the model of Fig. 1.

3 Computational Model of the Cavity
The reference system is orthogonal, with the x-axis in the

streamwise direction, the y-axis in the spanwise direction, and the
z-axis in the vertical direction. The length of the cavity is L and its
depth is h. The cavity has a squared cross section, a lid equal to
h /L=1 /4, and a span of b=3L. The upstream channel flow was
1.5L; the height of the channel �not shown in the figure� was 2L.
Wall boundary conditions were set at the vertical channel sides as
well as the channel floor. The lid had a very small thickness to
reduce skewness in the grid at the inlet and to ease the grid gen-
eration. However, also parametric cases �not shown here� with a
thicker lid were investigated. Details of this configuration are
shown in Fig. 4. The difference between these grids is limited to a
thickness parameter. Then the grid is generated in the same way.

The Reynolds number, based on the freestream velocity and on
the cavity’s length, was Re=8000. We note that this Reynolds
number characterizes the channel flow, while the cavity flow is
dominated by the Reynolds number based on the length of the
inlet �1 /4L�. If we take into account the fact that the driving shear
force at the inlet is actually lower than the freestream, due to the
upstream boundary layer, the Reynolds number is even lower.
From the calculations we estimated a long-term streamwise speed
at the center of the cavity inlet u�0.195. With this speed the
cavity Reynolds number is estimated at Re�400—by all means a
laminar Reynolds number.

The flow solver was run on 36 processors on a Linux cluster.
The computational grid for the results presented was made of 36
cubic blocks n�n�n, where n=40 was the number of cells in
each direction. This arrangement optimizes the parallel perfor-
mance of the flow solver, and the orthogonal arrangement mini-
mizes errors due to the metrics. A total of 160 spanwise cells was
used on the model, and each plane contained 9600 cells. The
number of cells in the cavity was 1,535,000, out of a total
2,304,000.

The simulations shown were carried out up to flow time �
=380. We defined the normalized flow time �= tu /L. The time
step of these calculations was �t=0.005, which corresponds to
200 time steps per unit of flow time, for a speed u=1 �normalized
value�.
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Fig. 2 Comparisons between the present model and the case presented by Guermond et al. †13‡, flow time �=12
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For clarity, we will refer to the upstream/downstream portion of
the cavity and the corresponding flow as that region in the first/
second half of the cavity, respectively. This terminology will be
used throughout the discussion of the results.

4 Description of Results
Due to the complexities of the flow physics within the cavity, a

number of different analyses can be carried out by taking cross
sections along appropriate planes. These are essentially cuts along
the x, y, and z axes. For slices along y=const, the features close to
the end-walls are of most interest, as the symmetry plane reveals
characteristics of known flow features, similar to the 3D lid-driven
cavity. For slices along z=const, a plane at the center of the cavity
and a plane close to the floor of the cavity can be considered.
Finally, a number of crosswise sections x=const can be taken,
though we limit the discussion on planes at the center of the
cavity, for comparisons with similar studies on the lid-driven open
cavity. In fact, most vortex structures can be visualized at those
stations, as they gradually disappear moving closer to the up-
stream and downstream walls.

The analysis of fully 3D effects requires refined graphic tools.
The results presented include the main aspects of flow unsteadi-
ness, spanwise and vertical currents, floor currents, and filaments.
Other effects, perhaps secondary, not fully described for brevity,
include periodic secondary vortices, end-wall vortices, and addi-
tional effects due to the cavity’s geometry.

4.1 Flow Unsteadiness. The time-dependence of the flow
structures such as vortices, descending and ascending currents,
and near-wall flow features is difficult to capture because of dif-
ferent time scale involved. Short-lived and small vortex structures
have to be captured during a short time frame. On the other hand,
the tendency to an asymptotic state is rather slow. In order to
visualize the flow features in a compact form we have chosen a
number of points inside the cavity and stored the velocity compo-
nents, pressure, and vorticity as the simulation proceeded. This
strategy allowed some analysis of the breakdown in flow symme-
try and the main frequencies of oscillations. The coordinates of
some of these points are given in Table 1. Point P1 was about half
a cavity length from the symmetry plane; point P2 was close to
the sidewall. Both points are just below the inlet.

For the baseline cavity geometry, a plot of v- and
w-components is shown in Fig. 5 as a function of time for �
�360. After an impulsive start, small differences in the velocity
components due to the numerics failed to amplify and the flow
remains substantially symmetric. As a consequence, the large vor-
tex structures had a symmetric arrangement with respect to the
plane y=0.

The distribution of velocities shows that the flow tends to a
stationary state, or an unsteady state with long wavelengths, after
300 flow units. By comparison, the lid-driven cavity of Guermond
et al. reached an asymptotically steady state after a time estimated
between 12 and 18 units. One reason for such a different time
scale is the limited flow entrainment through the lid and the effect
of the upstream boundary layer that limit the effective Reynolds
number seen by the fluid inside the cavity by a factor of 20.

4.2 Spanwise Currents. The analysis of spanwise flows re-
veals that the start-up mechanism creates strong currents from the
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Fig. 3 Comparisons between the present model and the experimental results of Arnal et al. †20‡ and Kost et al. †21‡, flow
time �=50

Fig. 4 Cavity model with thick lid

Table 1 Selected reference points inside the cavity; b=width
of the cavity

Point x /L 2y /b z /L

P1 0.525 0.3548 −0.034149
−P1 0.525 −0.3548 −0.034149

P2 0.525 0.97813 −0.034149
−P2 0.525 −0.97813 −0.034149
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periphery toward the center of the cavity. These currents affect
areas located right below the downstream lip. This region slowly
expands to involve most of the cavity, including the upstream
section; then it contracts to the point of disappearing. In fact, only
the strong currents are diffused. While this process takes place,

slower spanwise currents with more complex topology are
established.

The loci of zero spanwise velocity, v=0, are of great complex-
ity, both at the start-up and for the fully developed cavity flow.
These loci are of interest in the identification of the boundaries of
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Fig. 5 Tracking of v-velocity components over time: „a… point P1 and its symmetric and „b… point P2 and its symmetric

Fig. 6 Isosurface of spanwise velocity v, with value v=10−3, at the times indicated; three-dimensional view from the
downstream side
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currents flowing toward the end-walls and back.
As a broad generalization, velocity magnitudes in the spanwise

direction are largest around the 3 /4 spanwise section on both
sides and reduce to nearly zero at the symmetry section. This
implies that flow is expelled from the cavity or pushed toward the
floor at that point �as it will be clarified separately�. The earliest
time after which these currents are established is estimated at 3
flow units.

The isosurface v=10−2 is widely extended after the initial tran-
sient; after an initial expansion �as shown in the figure�, it gradu-
ally decreases in size, while reducing in complexity. Eventually, it
ends in isolated patches of slower moving particles when the flow
has settled from the initial transient. Some of the isolated patches
of the isosurface denote the presence of alternate flows and are a
mark of the presence of spanwise vortices.

The figure also shows a single streamtrace, created by seeding a
particle in the vortex core at the periphery of the cavity �coordi-
nates P= �0.85,1.4,−0.5��. Due to the strong pull toward the cen-
ter, the particle orbits around the isosurface; eventually it is
ejected and moves toward a settling area, where it becomes
engulfed.

The particle traces that are shown in the same figure follow a
spiral movement. Their path clearly depends on the point of re-
lease. A particle released in the periphery of the vortex core is
pulled toward the center after a number of orbital turns; as it is
pushed out of the primary vortex it travels back to the periphery,
where it eventually becomes engulfed. Particles released at nearby
points can escape the cavity. This process changes over time and
is presumed to become more complex. More orbital turns are

usually due to smaller amount of centrifugal pull—which happen
when the flow has settled to a �nearly� steady state. However,
there are locally stronger centrifugal pulls, and the streamtraces
change characteristics altogether.

Figures 6 and 7 show isosurfaces for a later flow time, as indi-
cated. In these cases, 3D views are provided. The value of the
spanwise velocity is reduced by half, v=5�10−3, since the isos-
urface at the previous value v=10−2 has disappeared. As time
advances, even these isosurfaces smooth out and dissipate. In par-
ticular, consider the time �=100 units �upstream and downstream
views�. There are a number of structures formed near the vertical
walls. These structures delimit interstices of relatively high span-
wise velocity from regions of minor spanwise velocity and are
denoted as A–E. Some of these structures are concentrated in the
upper regions of the wall. They are an indication of the presence
of either vertical currents or stagnation areas. They dissipate in a
relatively short time, and only the central structure denoted by C
remains.

The number of wall-bounded structures, in fact, varies from 5
to 11, depending on time. The interstices between the surface
boundaries are regions of relatively low spanwise currents and
high vertical currents. Mixing occurs according to a 3D recircula-
tion process with spanwise and vertical currents that continue all
the way to the wall.

The downstream view shows that a relatively strong spanwise
current exists at the upstream floor of the cavity. Over time also
these structures disappear and leave room only to the most stable
vortices in the spanwise direction. These are a primary vortex, two
lower/upper downstream secondary vortices, and two lower/upper

Fig. 7 Isosurface of spanwise velocity v, with value v=10−3, at the times indicated; three-dimensional view from the
upstream side

101201-6 / Vol. 130, OCTOBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



upstream secondary vortices, as in the lid-driven cavity flow.
From this analysis, we estimate the start-up process to end at

about 100 time units. The spanwise currents remain but with a
more limited magnitude of the mass flow. As a result, particle
traces seeded from the same point tend to orbit around longer
without ever reaching the cavity center. If they are moving from
the very periphery of the cavity, they may never leave and remain
trapped.

4.3 Vertical Currents. Descending currents are mostly con-
centrated below the downstream lip of the cavity; ascending flows
are upstream. If one looks at a time series of the w-velocity com-
ponent isosurfaces, this is a generalization. However, it describes
in broad terms the mechanism by which mass flow is exchanged
between the cavity and the outside channel.

A first line of investigation consists in looking at vorticity con-
tours. Suitable contours at the inlet give an indication of how the
flow is entrained in the cavity. Figure 8 shows three vorticity
contour levels near the lid at flow time �=100 and 200. Increasing
numbers indicate increasing levels of vorticity. There is some
spanwise effect although most of the strain occurs at the end
walls. The contours show some waves below the downstream lid,
which is an indication of flow forcing itself into the cavity. The
vorticity effects below the upstream lid are of little consequence.

Figure 9 shows two-dimensional views of isosurfaces of the
w-component of the velocity. The values chosen, w= �0.015, are
relatively high velocities that decrease over time. These plots de-
fine the global vertical circulation and do not show the smaller
eddies at the floor of the cavity and the upstream and downstream
walls.

The vertical currents are two complicated isosurfaces, initially
entangled. This fact expresses the notion that at the start-up both
ascending and descending currents develop below the downstream

lip, while the upstream regions remain stagnant. This conclusion
is coherent with the behavior of the spanwise currents. From the
central regions fluid travels spanwise in the lower cavity, then
arises at the periphery, and is expelled from the upstream regions
of the lid. Numerical data shown in Fig. 9 indicate that both span-
wise and vertical currents are involved.

As the flow settles to a fully developed state, most of the cavity
flow is set into motion, with the exception of some stagnant areas
that have peculiar characteristics. The other main effect is that the
vertical currents become more regular in the spanwise direction
and gradually separate from each other. This is indicated in the
graphics at the bottom of the same figure �flow time �=50 and
100�. At these times the graphs show the presence of a well de-
veloped primary vortex across the cavity.

A closer analysis of the w-velocity component at the lid, past
the start-up transient, suggests that the inflow is concentrated to a
tiny portion, adjacent to the downstream edge. The outflow occurs
at relatively low speeds and involves at least three-quarters of the
lid. Therefore, inflow is fast through a small area and outflow is
slow through a large area. As a further demonstration of this fact,
the plot of streamtraces at the crosswise plane cut x /L=0.5 re-
veals streamtraces rising above the lid, bending and traveling
spanwise toward the symmetry plane. This is further discussed
with the Taylor–Görtler vortices in Sec. 4.8.

In the numerical simulation, the splitting of the flow at the
sharp lid is smooth, and no outbursts of in- and outflows are
encountered in the numerical simulation. This effect may well be
different in laboratory observations if the lid has a finite thickness.
Another feature of the vertical currents is seen at the inlet, where
the w-component of the velocity shows a number of waves, grow-
ing over time from 2 to 6. Once the start-up phase has ended,
these waves disappear, as most other vortical features.
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Fig. 8 Isosurfaces of total vorticity; two-dimensional view in the x-z
plane
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4.4 Floor Currents. Like any other feature, the pattern of
flow separation, attachment, and vortex development depends on
the flow time. Once the flow is fully established there is a long
attachment and separation line, running spanwise at about 1 /4 and
3 /4 cavity lengths. Vertical flows start from these lines. The
start-up phase shows different patterns and, in particular, at one
time frame, �=50, indicates that at some points the shear forces
draw fluid from the cavity floor and create a vertical filament.

4.5 Filament Vortices. Some qualitative laboratory visualiza-
tions indicated that in nearly every condition that generates a pri-
mary vortex, the flow is accompanied by vertical filaments of dye
in the middle of the cavity. The filaments rise almost vertically
from the floor. The evolution of these structures suggests that they
are drawn up by shear forces created between counter-rotating
vortices. The fact that these are filaments and not sheets of dye
suggests that a cell of vortices or a ring is responsible.

The filaments appear to be generated at random, usually after
the primary vortex flow has been established in the cavity. Their
lifetime ranges between 5 min and 10 min, depending on the Rey-
nolds number. Initially, the structure rises vertically. At about half

the cavity depth the tip of the vortex begins to curl in one direc-
tion or another. Meanwhile, the rest of the filament begins to lean
in the opposite direction, and eventually it bends in this direction,
with the original tip diffusing. Finally, the whole filament diffuses.
Filaments are most commonly generated from the edges of
patches of dye on the cavity floor. Given the remarkable coher-
ence of the filaments’ structure, it is possible that they trace out
the cores of thin vertical vortices. Filaments also seemed to be
generated from concentration points in the primary vortex as well
as rising up the sidewalls of the cavity and tracing out the primary
vortex before they were fully visible. Filaments were also gener-
ated at the cavity walls, apparently by the primary vortex, and
these filaments would rise further up the walls than the primary
vortex itself, before finally curling inward at a greater height. This
confirmed speculations that the flow at the cavity walls was es-
sentially traveling uniformly upward and that this flow extends all
the way to the lid. Some evidence was even seen of flow traveling
further, along the underside of the lid right up to the neck. The
flow in the upper half of the cavity is not well understood because
the dye rarely penetrated that far upward.

Fig. 9 Isosurfaces of vertical velocity w, ascending and descending flows, with values w= ±0.015, at the times indicated;
two-dimensional view in the x-z plane
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Filaments were also generated at the end-walls. These filaments
were of a different type to the midfloor or dye-edge filaments,
although there are similarities with the filaments generated within
the side-wall main vortices. It is likely that the end-wall filaments
are associated with the end-wall main vortices in the same way.
Interestingly, if the dye had reached both end-walls, the end-wall
filaments often appeared at both end-walls simultaneously and
symmetrically, suggesting a cavity-wide coherence to the flow

structure.
The process by which these filaments arise is relatively simple

and is illustrated in Fig. 10: A filament grows vertically to reach
almost half the cavity depth; then the head of the vortex curls in
one direction or another, while the leg begins to lean in the oppo-
site direction; eventually the leg bends toward the head and the tip
begins diffusing. Diffusion gradually expands to the leg of the
filament. The presence of this vortex was found also in the nu-
merical solution, although it admittedly has a much shorter time-
span. In the laboratory the life-span of the filament can be of the
order of a minute, while in the simulations it was of the order of
a few time units.

The numerical simulation showed another mechanism. The vor-
tex filament starts as a much larger horseshoe vortex that included
a horizontal section through the cavity symmetry plane. In brief,
this vortex starts at the floor of the cavity, rises to above half the
cavity depth, turns at a right angle, and heads for the symmetry.
As the flow develops, the vertical leg of the vortex breaks down
due to instability, and the horizontal leg reaches up to the end-
walls, thereby creating the core of the primary vortex in the fully
established cavity flow.

4.6 Vortex Cores. The analysis of the vortex cores within the
cavity and the topology of the eddies depends on the time scale of
the eddies. The definition of vortex cores has been given in the
past by several authors, and here we just mention the work of
Chong et al. �22� and Perry and Chong �23�. An analysis of vortex
cores suggests that the primary vortex is more or less established
after a flow time �=50. The primary vortex has a complex evolu-
tion. It starts from the cavity floor and it spirals around to reach
the upper levels of the cavity. It turns in the spanwise direction
and points toward the center of the cavity in a spiral shape. Over
time it levels up and becomes almost a straight line from one
end-wall to the other. The vertical legs of this vortex separate and
form what we believe is a vertical filament vortex, described in
Sec. 4.5. We also believe that this is only one of the mechanisms
that create a filament.

A level of complication is reached at ��40. The primary vortex
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is a spiral from one end-wall to the other and pierces the symme-
try plane y=0 below the downstream lid �point V1�. Another large
scale vortex running along the horizontal line arises from the cav-
ity floor, spirals in the opposite direction of the main vortex, and
is dissipated before reaching the symmetry plane. Three main fila-
ment vortices are present at the cavity floor, in addition to two
other lower upstream vortices of smaller size around y=0. Finally,
there is a lower �spiral� corner vortex and a smaller upper vortex
at each side of the cavity.

For the primary vortex flow to be established one has to wait
until a flow time ��100. The lower downstream vortex takes
some time to develop and starts as a set of vortices below the floor
of the cavity. Three major vortices develop. First, a central vortex
that evolves into a large U-shaped vortex �horseshoe� against the
direction of the freestream. This vortex decays rapidly and joins
up with the two lateral vortices at the cavity floor. This vortex
evolves into a hairpin at flow times ��25 �Fig. 11�. The lateral
vortices are on either side of the symmetry plane, exactly planar
with the central vortex. Over time they relax and straighten up.
When the flow is fully established, three vortices have joined
together to form an almost linear configuration at the downstream
floor of the cavity.

We also noted that the hairpin is centered in the cavity well
upstream, between two linear vortices at the lower upstream of the
cavity, with its heads turning back. As the time progresses, the
vortex straightens out; instead of dissolving, it merges with the
two linear vortices to form a large lower upstream vortex that is
quite stable.

4.7 Primary and Secondary Vortices. As shown in the
analysis of the previous section, after the initial start-up process, a
primary vortex is established in the cavity. This is shown in Fig.
12. The primary vortex is located centrally within the cavity cross
section. The formation point of this vortex is not static but moves,
tracing out a spiral; it firstly spirals outward, and then returns
inward to the end-wall center—always rotating in the same direc-
tion as the vortex. This vortex formation point comes about by the
meeting of four end-wall bound filament vortices. A filament vor-
tex is formed from this point and grows perpendicularly from the
end-wall toward the centerline, while rotating with the cavity. The
vortex is formed at the two end-walls and travels toward the cen-
ter, meeting and growing in diameter to a maximum at the cavity
centerline. The primary vortex rotates such that layers of fluid
contacting with the freestream flow move in the same direction,
i.e., the flow rotates downstream along the lid, down the down-
stream wall, upstream along the floor, and up the upstream wall.

There are three permanent �stable� secondary vortices present in
the cavity. They are located in the upstream top, upstream bottom,
and downstream bottom corners. These secondary vortices rotate
in the opposite direction to the primary vortex. They are corner
bound and significantly smaller than the primary vortex.

4.8 Taylor–Görtler Flows. TGL vortex has been noted in
many experimental and numerical investigations on cavity flows,
and their features continue to stir interest. They consist of a pair of
counter-rotating vortices and exist because of the flow instability
over a concave boundary. In this instance, the concave boundary
is replaced by the primary vortex; therefore one may argue that
the presence of the TGL vortices is not noted until the primary
vortex itself is fully established. It has also been proved �for ex-
ample, Ref. �24�� that there is a correlation between the maximum
kinetic energy and the onset of laminar instabilities, which leads
to the conclusion that TGL vortices are likely to appear in regions
of large kinetic energy.

There are some stages in the development of the TGL vortices.
To begin with, an oscillatory undulation forms at the boundary
between the primary vortex and a secondary vortex; this is fol-
lowed by a structure consisting in a converging streamline. Fi-
nally, this structure begins to oscillate and develops into the
counter-rotating structure known as TGL vortex. An analysis of

these vortex structures is shown in Fig. 13. The analysis is done in
the x=0.5 plane cut through the center of the cavity. We have
found that this is one of the best positions for the extent of these
vortices, which totally disappear at 1 /4 and 3 /4 cavity lengths.
The view is from the downstream wall �e.g., the freestream has a
direction out of the page�. The position of the vortex centers in
this figure is found on lines of zero spanwise flow, v=0, and zero
vertical flow, w=0. Therefore, these centers lie on points having
an essentially streamwise flow velocity.

The counter-rotating vortex pairs appear at a flow time of about
30 and disappear completely before �=200. They are most devel-
oped at times �=35–70, as it is indicated in the figure. A suitable
time scale for analyzing these structures is ���5 or less. There
are up to five pairs of counter-rotating vortices, each with a dif-
ferent lifetime.

Consider the time frame at �=50. One pair is positioned at a
symmetric position with respect to y=0. These central TGL vor-
tices rise directly from the cavity floor, and once fully established,
creep upward and grow in the process. The pair next to the central
TGL vortices �on either side� are arranged as to always have a

Fig. 12 Primary vortex core and secondary vortices after the
initial transient
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sequence of counter-rotating vortices. As the first pair creeps up-
ward, this pair takes their place by moving spanwise toward the
center of the cavity.

A particular event is found at time ��100 when a pair of
counter-rotating vortices sits on top of another pair. In the process,
the second pair of vortices evolves from a spiraling streamtrace to
a mushroom shape—characteristic of this type of vortices—while
the first pair opens up. However, the first pair outlasts the second
pair, which dissipates and leaves streamtraces moving around a
large TGL central vortex. Eventually, also this vortex disappears,
and from ��200 note that the main diffusion process consists in
a straightening of the streamtraces, leading to a large more regular
primary vortex, with characteristics similar to the lid-driven cavity
flow.

The third and fourth pairs of counter-rotating vortices consist of
vortices on the same side with respect to the symmetry plane.
These vortices are stronger and less prone to dissipation, being the
last ones to disappear. They draw a large mass of fluid around
their cores. If we consider one pair, the more internal vortex is the
first to smear out and leaves the other vortex moving spanwise,
away from the center, while opening up.

On the upper part of the cavity the fifth pair is made of vortices
on either side of the symmetry plane; these vortices travel span-
wise from the center to the periphery and stop at the end-walls,
creating stable end-wall vortices. Two corner vortices establish at

the end-walls and are responsible for some faster outflow, as in-
dicated by two streamtraces moving upward, away from the cav-
ity.

5 Conclusions
The study of the start-up flow at a laminar Reynolds number

has shown that a number of vortex structures are created and then
dissipated. The numerical instabilities never amplified and led to
an asymptotically stable flow. After a long transient, the flow
evolves into a vortex flow similar with the lid-driven cavity. In
particular, we have evidenced the presence of a primary central
vortex that establishes when the flow has reached a fully devel-
oped state in the cavity, some TGL vortices, and stable upstream
and downstream secondary vortices. In addition to the above, the
presence of short-lived vortex filaments, descending vortex jets,
and wall-bounded vortices at the upstream and downstream cavity
walls have peculiar characteristics. The start-up flow takes up
about 100 time units. The flow reaches a steady state after 250–
300 time units.

The through-flow at the neck of the cavity shows coherent
waves, but inflow is mostly concentrated at the downstream edge,
and outflow is at the downstream edge. A great deal of mixing
occurs at this location because of the incoming flow meeting out-

Fig. 13 Streamtraces on plane cut x=0.5 „middle of the cavity… at the times indicated; plots show evolution of counter-
rotating vortices
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going flow. Inflow is concentrated on a lower lid area; the outflow
dominates the lid area although the exit speed is relatively low.

It is possible that a thick or streamlined neck yields a different
flow pattern. Therefore, we conclude that the baseline case is an
idealized cavity flow, showing a number of vortex features that are
unstable and depending on the geometry of the arrangement and
on the state of the boundary layer at the lid.

After the slow start-up process, the flow reaches a state that can
be considered steady. The primary vortex formation is nearly
complete after 200 time units. Finally, the findings of the numeri-
cal analysis are accurate at moderate flow times. Qualitative labo-
ratory visualizations indicated that the flow does not reach either a
steady state or a fully symmetric structure. The reasons for this are
attributed to instability in the upstream boundary layer and to the
thickness of the downstream lip.
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Effect of Slip on the Entropy
Generation From a Single
Rotating Disk
In this study, it is the first time that the effect of slip on the entropy generation is
investigated for the flow over a rotating single free disk. The problem is considered for
steady and axially symmetrical case in a Newtonian ambient fluid. The classical ap-
proach introduced by Von Karman is followed to reduce nonlinear flow and heat field
equations to ordinary differential equations. Then these equations are solved by using
differential transform method. Entropy generation equation for this system is then derived
and nondimensionalized. This equation, which has never been introduced for such a
geometry and boundary conditions before in open literature, is interpreted for various
physical cases by using nondimensional parameters of fluid and heat fields. It is observed
that the effects of slip are to reduce the magnitude of entropy generation and to reduce
the total energy in the system by reducing velocities and velocity gradients. Also, while
entropy generation reduces, Bejan number converges to 1 with increasing slip factor.
�DOI: 10.1115/1.2953301�

Keywords: entropy generation, slip flow, rotating disk

1 Introduction
The flow fields due to rotating disks are chosen since these type

flow fields are of great interest in many practical and engineering
aspects. Mainly the requirement of high temperatures in the tur-
bine stage of a gas turbine engine to achieve high thermal effi-
ciencies, the cooling of air is essential to ensure long lifetime for
turbine disk and blades. For such type rotary systems thermal
efficiencies may not only be functions of temperature. The reason
for that is the complexity of the flow and thermal fields and not
having implicit analytical expressions for each field. It is vital to
know how the flow and the thermal fields are at every stage for a
safe and effective work life in the operation of the rotary type
machine systems. For accurate determination of temperature dis-
tribution, the flow field must be solved as precisely as possible
�1�. Since the governing equations, namely, the momentum equa-
tions, are highly nonlinear and coupled, it is hard to obtain an
exact-analytical solution. Therefore, in many cases numerical or
seminumerical-analytical solutions are carried out.

The second law of thermodynamics has recently been used for
prediction of performance of the engineering processes. For the
efficiency calculations of such complex systems, the loss of avail-
able energy must be considered. However, calculations using the
second law of thermodynamics, which is related to entropy gen-
eration and efficiency calculation, are more reliable than first law-
based calculations because the latter make no reference to the best
possible performance, namely, to the minimization of the irrevers-
ibilities present in the physical process, and thus may be mislead-
ing.

The usage of the method of the second law of thermodynamics
as a measure of the system performance was introduced by Bejan
�2�. Since then, many studies on the second law of thermodynam-
ics, the entropy generation rates, and the irreversibility for the
basic arrangements have been published in literature.

Hitherto, though, there are numerous studies on second law

analysis for flow field and heat transfer problems �3–5�; none of
them consider the effect of slip on the entropy generation. Erbay
et al. �6� studied the effect of the motion of the bottom plate, in
the case of two parallel plates, on the entropy generation. In a
similar study of Mahmud and Fraser �7�, the mechanism of en-
tropy generation as well as its distribution through flow field for
basic channel geometries including one fixed and the other mov-
ing plates are carried out by considering simplified or approximate
analytical expressions. In another study, Yilbas �8� determined the
heat transfer characteristics and the resulting entropy generation
across annuli with rotating outer cylinder for the case of linear
velocity distribution. Entropy generation due to laminar mixed
convection from an isothermal rotating cylinder was calculated
numerically by Abu-Hijleh et al. �9�.

The slip over a moving surface is mainly caused by two effects,
surface roughness and rarefaction of the fluid. This type of flow is
commonly encountered in many engineering aspects such as high-
altitude flight, micromachines, vacuum technology, aerosol reac-
tors, etc. In this study we will consider the effect of slip as a result
of rarefied fluid flow; however, the numerical results evaluated in
this study can also be adapted to the other case, surface roughness.
The slip regime for the Knudsen number �Kn� lies between the
range 0.1�Kn�0.001. For Kn�0.001 the nonslip condition is
present and for Kn�0.1 the flow field cannot be assumed to be
continuum and Navier–Stokes equations are no longer valid. In
our study, the slip and the nonslip regimes that lie in the range
0.1�Kn�0 are considered.

For the solution of field equations, the similarity variables in-
troduced by Von Karman are used with coordinate stretching tech-
nique to reduce heat and flow field equations to a set of nonlinear
ordinary differential equations. The resulting differential equation
system is solved as in our previous studies �10,11� by using dif-
ferential transform method �DTM�, on which we have made some
theoretical and practical contributions �12,13�.

The velocity of the fluid on the surface, where the effect of slip
dominates, is related to the slip factor by the boundary conditions
�BCs� given in Ref. �14�. The slip dependent velocity means that
the reduction in the loss of some part of the mechanical energy
into thermal energy, i.e., reducing the entropy generation, results
in using the higher portion of the available energy. Also, by relat-
ing entropy generation to slip factor on the flow and heat field
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solutions gives more accurate results, which help the designer for
the correct efficiency calculations and geometrical optimization of
such rotating system or systems having rotating parts.

2 Mathematical Modeling of Flow and Thermal Fields
Considering the steady, incompressible flow over a single free

disk in a Newtonian fluid, the equations of conservation of mo-
mentum and continuity can be given as follows:
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where u is the radial, v is the circumferential, w is the axial com-
ponent of the velocity, � is the dynamic viscosity, and � is the
density. Slip BCs for the problem considered are introduced as
follows �11,14,15�.

u =
2 − �

�
�

�u

�z
, v = r� +

2 − �

�
�

�v
�z

, w = 0 at z = 0 �5�

u → 0, v → 0 as z → � �6�

where � is the tangential momentum accommodation coefficient,
� is the mean free path, and � is the angular velocity of the
rotating disk. Following Von Karman, a dimensionless axial coor-
dinate 	=z�� /
 is introduced together with the following veloc-
ity components and pressure:

u = �rF�	�, v = �rG�	�, w = ��
H�	�, p = − ��
P�	�
�7�

Using the dimensionless axial coordinate, the velocity compo-
nents, and the pressure, the following system of ordinary differ-
ential equations is obtained:

F� = HF� + F2 − G2 �8�

G� = HG� + 2FG �9�

H� = − 2F �10�

P� = HH� − H� �11�
The BCs in Eqs. �5� and �6� can be written as follows �11�:

F�0� = �F��0�, G�0� = 1 + �G��0�, H�0� = 0 �12�

F��� = 0, G��� = 0 �13�

where �= ��2−����1/2� /�
1/2 is defined as the slip factor, which
is a measure of the effect of slip.

The energy equation, neglecting dissipation terms and consid-
ering that heat transfer is only in the z direction �16�, can be
written as follows:

�cpw
�T

�z
− k

�2T

�z2 = 0 �14�

where T is the temperature, cp is the specific heat, and k is the
thermal conductivity. The BCs for temperature are given by

T�0� = T0, T��� = T� �15�

Using the dimensionless temperature ��	�= �T−T�� / �T0−T��,
Eq. �14� can be written as follows:

�� = Pr H�� �16�
where Pr is the Prandtl number. The BCs in Eq. �15� become

��0� = 1, ���� = 0 �17�
By integrating Eq. �16� with the first BC in Eq. �17�, dimension-
less temperature can be evaluated in terms of the axial part of the
velocity field as follows:

��	� = ���0��
0

	

ePr 	0
H���d�d + 1 �18�

and the missing �BC� ���0� is obtained from Eq. �18� together
with the far field BC given in Eq. �17� as follows:

���0� = − 1/�
0

�

ePr 	0
H���d�d �19�

Once solving the flow field, the thermal field is acquired from
Eqs. �18� and �19� by using numerical integration. To solve the
problem in a bounded domain, the following dependent and inde-
pendent variables introduced by Benton are used �17�:

� = e−c	 �20�

F�	� = c2f���, G�	� = c2g���, H�	� = − c�1 − h���� �21�
By using the variables in Eqs. �20� and �21�, Eqs. �8�–�10� are
written as follows:

�2f���� = f2��� − g2��� − �f����h��� �22�

�2g���� = 2f���g��� − �g����h��� �23�

�h���� = 2f��� �24�
and by using Eqs. �20� and �21� again, the BCs in Eqs. �12� and
�13� can be written as follows:

f�1� = �f��1�, g�1� = c−2 − �cg��1�, h�1� = 1 �25�

f�0� = 0, g�0� = 0, h�0� = 0 �26�

3 Solution Method
To solve the equation system �22�–�24� with the BCs in Eqs.

�25� and �26�, DTM is applied at �=0. By using the theorems in
Ref. �12�, the differential transform of Eqs. �22�–�24� can be
evaluated as follows:

F̃�k� =
1

k�k − 1�
l=0

k

�F̃�l�F̃�k − l� − G̃�l�G̃�k − l� − lF̃�l�H̃�k − l��

�27�

G̃�k� =
1

k�k − 1�
l=0

k

�2F̃�l�G̃�k − l� − lG̃�l�H̃�k − l�� �28�

H̃�k� =
2

k
F̃�k� �29�

where k�2 and F̃�k�, G̃�k�, and H̃�k� denote the differential trans-
forms of f���, g���, and h���, respectively. To evaluate the depen-
dent variables, it is necessary to know the missing BCs f��0� and

g��0�. First, the values of F̃�k�, G̃�k�, and H̃�k� for k=2,3 ,… ,N in
terms of f��0� and g��0�, which will be called as f1 and g1, re-
spectively, are obtained and then by using the BCs given in Eq.
�25� for �=1, f1, g1, and c are evaluated numerically. This is much
faster and cost efficient than the numerical techniques since it is
not iterative. The BCs given in Eq. �26� for �=0 are transformed
as follows:
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F̃�0� = 0, G̃�0� = 0, H̃�0� = 0, F̃�1� = f1 and G̃�1� = g1

�30�
By using the recurrence relations in Eqs. �27�–�29� and the trans-

formed BCs in Eq. �30�, F̃�k�, G̃�k�, and H̃�k� for k=2,3 ,… ,N
are evaluated. Then, using the inverse transformation rule in Ref.
�12�, the series solutions are obtained from

f��� = 

k=0

N

F̃�k��k, g��� = 

k=0

N

G̃�k��k, h��� = 

k=0

N

H̃�k��k

�31�

where N is the number of terms to be calculated. By calculating
up to N=6, we get

f��� = f1� − 1
2 �f1

2 + g1
2��2 + 1

4 f1�f1
2 + g1

2��3 − 1
144�17f1

4 + 18f1
2g1

2

+ g1
4��4 + 1
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4 + 74f1

2g1
2 + 13g1

4��5 − 1
86,400�1971f1

6

+ 2825f1
4g1

2 + 889f1
2g1

4 + 35g1
6��6 + ¯ �32�

g��� = g1� − 1
12g1�f1

2 + g1
2��3 + 1

18 f1g1�f1
2 + g1

2��4 − 1
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4
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2 + 5g1
4��5 + 1
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�33�

h��� = 2f1� − 1
2 �f1
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2��2 + 1

6 f1�f1
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2��3 − 1
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The solutions are given here up to O��6�; however, one can easily
obtain higher ordered terms. After evaluating f���, g���, and h���,
the original dependent variables F�	�, G�	�, and H�	� are obtained
by using Eqs. �20� and �21�. Also, in the case of necessity, one can
obtain P�	� from the following equation:

P�	� − P0 = H�	�2/2 − H��	� �35�

4 Entropy Generation
Since the temperature is assumed to be a function of z only

�16�, for the steady and axially symmetrical flow in a Newtonian
fluid, the entropy generation rate can be expressed as follows:

ṠG� =
k
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Using the dimensionless variables in Eq. �7� together with the
dimensionless temperature, Eq. �36� can be written in the follow-
ing simple form, which has never been given before in open lit-
erature, to the best knowledge of the authors:

NG = Re ���	�2 + ��3 Re2 H��	�2 + Re3 r̄2�G��	�2 + F��	�2��
�37�

where �=�T /T0 is the dimensionless temperature difference, Br
=��2R2 /k�T is the rotational Brinkman number, Re=��R2 /� is
the rotational Reynolds number, r̄=r /R is the dimensionless radial

coordinate, and NG= ṠG� / �k�2 /R2� is the dimensionless entropy
generation rate. The ratio �=Br /�Re2 is called group parameter,
which shows the relative importance of viscous effects on heat
transfer irreversibility. The effects of � and Re on the entropy
generation rate are clearly seen from Eq. �37�.

An increase in � is to increase the entropy generation due to
viscous effects. The effect of increasing Reynolds number, which
is the ratio between inertial and viscous forces, is to increase the

effect of viscous dissipation caused by the velocity components in
all directions and the heat transfer irreversibilities caused by heat
transfer.

The total local entropy generation in Eq. �37� can be written as
the summation of entropy generation due to heat transfer irrevers-
ibility �NH�, which is the first term, and the entropy generation due
to fluid friction irreversibility �NF�, which is the second term on
the right-hand side.

NG = NH + NF �38�

During the calculations it may be possible to evaluate these terms
separately then compare them to see the dominance of one term
on the other. Entropy generation due to heat transfer �NH� contains
the entropy generation by heat transfer due to axial conduction
from the rotating disk. Entropy generation due to fluid friction
includes velocity gradients in axial, radial, and circumferential
directions.

Irreversibilities of heat transfer and fluid flow processes are
analyzed well due to the understanding of entropy generation
mechanisms. The irreversibility distribution ratio ��� is a dimen-
sionless parameter in the entropy generation analysis of convec-
tive heat transfer problem. This ratio represents the proportion
between the entropy generation due to fluid friction and heat
transfer that can be expressed in the following form for this prob-
lem:

� =
NF

NH
=

��3 Re H��	�2 + Re2 r̄2�G��	�2 + F��	�2��
���	�2 �39�

In the range 0���1, heat transfer irreversibility is dominant
and when ��1, fluid friction dominates on the entropy genera-
tion. When �=1, the contributions of heat transfer and fluid fric-
tion to entropy generation are equal. It must be noted that contri-
bution of heat transfer entropy generation to overall entropy
generation rate is needed in many engineering applications �2�.
Another alternative irreversibility distribution parameter is the Be-
jan number �Be�, which is the ratio of entropy generation due to
heat transfer to the total entropy generation. This number is given
in dimensionless form as follows �2�:

Be =
NH

NG
=

1

1 + �

=
���	�2

���	�2 + ��3 Re H��	�2 + Re2 r̄2�G��	�2 + F��	�2��
�40�

Bejan number has values in the limits 0�Be�1 and the specific
value of Be=1 corresponds to a condition where the heat transfer
irreversibility totally dominates and Be=0 corresponds to the
case, where fluid friction effects totally dominate on the entropy
generation. For Be�0.5, the irreversibility caused by viscous ef-
fects dominates and for Be�0.5, the irreversibility caused by heat
transfer is dominant. When Be=0.5, the heat transfer and the fluid
friction entropy generation rates are equal.

The dimensionless volumetric entropy generation rate, which is
an important measure of the total global entropy generation, is
defined as follows:

NG,av =
1

∀�
0

m�
0

1

2�r̄NGdr̄d	 �41�

where ∀ is the volume considered. Since the gradients in velocity
and thermal fields exponentially decay with increasing 	, consid-
eration of the complete flow domain results in zero volumetric
entropy generation. Therefore, the volumetric entropy generation
is calculated inside a sufficiently large finite domain, which con-
siders the boundary layer effects of both velocity and thermal
fields. Therefore, the integration in Eq. �41� is obtained in the
domain 0� r̄�1 and 0�	�m, where m is a sufficiently large
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number. In a similar manner, we introduce the average Bejan
number as follows:

Beav =
1

∀�
0

m�
0

1

2�r̄Bedr̄d	 �42�

5 Results and Discussion
The change of average entropy generation rate and the average

Bejan number with respect to the slip factor, Reynolds number,
and group parameter are investigated and depicted in Figs. 1–6.

The average values are considered since they give an idea for
the total system performance. Apparently slip factor, e.g., flow
over a surface with slip, reduces the loss of mechanical energy.

Reducing the entropy generation on the surface leads to the mini-
mization of the entropy generation that maintains the maximum
usage of available energy.

Figure 1 shows the effect of the presence of slip on Bejan
number for different values of Reynolds number. It is observed
that with increasing �, Be also increases. The axial flow toward
the disk that compensates the radial outflow decreases with in-
creasing slip. Therefore the heat transfer with convection de-
creases and lower temperature gradients are encountered over the
disk. As a result, the entropy generation with heat transfer irre-
versibilities decreases. The effect of slip also reduces the veloci-
ties and velocity gradients in all directions, which results in a
decrease in viscous contribution to the entropy generation. Since
Bejan number increases with increasing slip factor, it is observed

Fig. 1 The change of Beav with respect to � and Re for �=10−10

Fig. 2 The change of NG,av with respect to � and Re for �=10−10

101202-4 / Vol. 130, OCTOBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



that the decrease in heat transfer irreversibility is not as much
when compared to the fluid friction irreversibility.

However, the effect of increasing Reynolds number is to de-
crease the Bejan number. For the constant fluid parameters, Rey-
nolds number increases with increasing radius or the angular ve-
locity of the disk. Any increase in these parameters, i.e., R and �,
results in higher velocity gradients over the disk surface and the
flow field. This increases the viscous contribution to the entropy
generation. The irreversibility caused by convective heat transfer
mechanism also increases: however, this is not as much as the
viscous contribution; therefore the portion of heat transfer irre-
versibility decreases and, as a result, Bejan number reduces.

Another issue is that Be converges to 1 for increasing � and
decreasing Re. This is quite natural since the effect of fluid fric-
tion irreversibility decays and the contribution to the entropy gen-
eration from the heat transfer dominates.

One can observe from Fig. 2 that the effect of increasing Re is
also to increase the entropy generation due to the intensified fluid
friction and heat transfer irreversibilities. The effect of slip factor
is to reduce the velocity gradients in radial, circumferential, and
axial directions in the entire flow field together with the convec-
tive heat transfer. This brings about a reduction in the volumetric
entropy generation rate.

The effect of slip on the volumetric Bejan number for different

Fig. 3 The change of Beav with respect to � and � for Re=60,000

Fig. 4 The change of NG,av with respect to � and � for Re=60,000
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values of the group parameter ��� is shown in Fig. 3. The effect
of increasing � decreases Be due to the increasing viscous ef-
fects. Similar to the trend in Fig. 1, as � approaches to infinity, Be
converges to 1 where thermal effects dominate the entropy gen-
eration.

Figure 4 summarizes the effect of � on the entropy generation
rate. Especially for small values of the slip factor, the increase in
� yields a sharp increment on the entropy generation rate. This is
a consequence of the fact that the viscous effects are stronger for
small values of the slip factor.

Figure 5 shows the variation of total entropy generation with
respect to the group parameter at different radial locations on the
disk. As a result of higher angular velocities and the velocity
gradients, as closer to the outer region of the disk �r̄=1�, the

entropy generation by viscous dissipation increases. Also this ef-
fect is intensified for higher values of �. Another issue is that, in
the center of the disk �r̄=0�, the group parameter has no effect on
the entropy generation and the effect of � increases with increas-
ing radial coordinate as a result of increasing viscous effects.

From Fig. 6, it can be concluded that the total entropy genera-
tion increases with increasing disk radius as an effect of increas-
ing velocity gradients. Also, Re is to increase the entropy genera-
tion, especially in the outer region of the disk.

5.1 Performance Parameter. Assuming that there is a tem-
perature difference between the disk and the ambient fluid, the
entropy generation is minimum for two cases, which are �=� and
�=0 since the contribution from the viscous dissipation is zero

Fig. 5 The change of NG at �=0 with respect to r̄ and � for Re=60,000 and �=0.5

Fig. 6 The change of NG at �=0 with respect to r̄ and Re for �=10−10 and �=0.5
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for these conditions. In both cases, the disk has no capability to
rotate the fluid over itself; hence the velocity field and velocity
gradients in all directions are zero. Though the disk still produces
entropy due to heat conduction, however, no work is done on the
fluid. Since there is no work done by the disk, it is not possible to
say that the best performance is achieved for �=� or �=0 even
though the minimum entropy is produced at these values.

Therefore a performance parameter �PP� is necessary to be de-
fined in terms of the ratio of entropy generated in the flow domain
to the work done on the fluid, namely, the entropy generation per
unit work done by the disk. The torque required to maintain
steady rotation of the disk is as follows:

M =�
0

R

r��z2�rdr �43�

and the power input to the rotating disk can be given by

W = ��
0

R

r��z2�rdr �44�

For the present problem, the solution of Eq. �44� with the related
parameter gives the following result:

W =
�

2
�2����R4G��0� �45�

and by using Eq. �45�, the pp can be written in the following form:

� =
SG,total

W
=

k�2R2

�G��0��
0

m � 2

Re2���	�2 + �� 6

Re
H��	�2 + F��	�2

+ G��	�2�d	 �46�

The minimum value of this parameter corresponds to the most
efficient state of the rotating disk system. The dimensionless pp
�=� / �k�2R2 /�� can be defined and then Eq. �46� becomes

� =
1

G��0��
0

m � 2

Re2���	�2 + �� 6

Re
H��	�2 + F��	�2 + G��	�2�d	

�47�

The change of dimensionless pp ��� with respect to the slip factor
is presented in Figs. 7 and 8 for different values of Reynolds
number and different group parameters.

It is observed from Fig. 7 that the dimensionless pp ��� de-
creases with increasing Reynolds number. This means that the
rotating disk works with higher performance, i.e., producing less
entropy per unit work input, for higher angular velocity or larger
radius. The trend with increasing slip factor is that there is a
continuous increase for small values of Re, and for the values
Re�40,000 there is a decrease to a global minimum and then a
continuous increase is observed.

Figure 8 shows that while the group parameter decreases, the
pp also decreases. The change with increasing slip factor for small
values of � results in a decrease to a minimum value and then a
continuous increase trend is observed. For large values of �, i.e.,
�=6�10−10, there is a continuous increase. Another issue is that
for ��2 the change of � with increasing slip factor seems to be
linear.

6 Conclusion
In this study, the equation of entropy generation for the flow

over a rotating free disk for steady and axially symmetrical case in
a Newtonian fluid is derived. The already existing semianalytical-
numerical solutions for flow and thermal fields, presented in our
previous studies �10,11�, are utilized. Graphical representations
for volumetric values of entropy generation rate and the Bejan
number are figured out for different values of the flow parameters.
The common fact observed in these figures is that the effects of
slip are to reduce the magnitude of entropy generation and to
reduce the total energy in the system by reducing velocities and
velocity gradients. Some combinations and ranges of Reynolds
number, group parameter, and slip factor resulted in a reduction in
the relative magnitude of entropy generation, as shown by a
smaller magnitude of �, while some combinations and ranges of
Reynolds number, group parameter, and slip factor resulted in an

Fig. 7 The change of � with respect to � and Re for �=5Ã10−10
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increase in the relative magnitude of entropy generation, as shown
by a larger magnitude of �. Also, for very large values of the slip
factor, Bejan number converges to 1.

The essential purpose of this study is to allow the designer to
use the second law of thermodynamics in efficiency calculations
of rotating fluidic systems, since second law-based calculations
for many engineering systems are more reliable than first law-
based calculations.

Nomenclature
c � a constant

cp � specific heat, kJ kg−1 K−1

F , f � dimensionless radial velocities
G ,g � dimensionless circumferential velocities
H ,h � dimensionless axial velocities

F̃ � differential transform of f

G̃ � differential transform of g

H̃ � differential transform of h
k � thermal conductivity, W m−1 K−1

M � torque, W s rad−1

NF � entropy generation due to fluid friction
irreversibility

NG � dimensionless entropy generation rate
NH � entropy generation due to heat transfer

irreversibility
p � pressure, N m−2

P � dimensionless pressure
W � power input, W

Be � Bejan number, NH /NG
Kn � Knudsen number, � /R
Pr � Prandtl number, �cp /k
Re � rotational Reynolds number, ��R2 /�
Br � rotational Brinkman number ��2R2 /k�T

ṠG� � local entropy generation rate, W m−3 K−1

R � radius of the disk, m
r � radial coordinate, m
r̄ � dimensionless radial coordinate
T � temperature, K

T0 � temperature on the disk, K
T� � temperature at infinity, K

�T � temperature difference, T0−T�

u � radial velocity, m s−1

v � circumferential velocity, m s−1

w � axial velocity, m s−1

z � axial coordinate, m

Greek Symbols
�,  � dummy variables

� � dimensionless temperature difference, �T /T0
� � performance parameter, K−1

� � dimensionless performance parameter
� � slip factor, ��2−����1/2� /�
1/2

	 � dimensionless axial coordinate, z�� /

� � tangential momentum accommodation

coefficient
� � circumferential coordinate, rad
� � mean free path, m
� � dynamic viscosity, N m−2 s
� � stretched dimensionless axial coordinate, e−c	

� � density, kg m−3

� � angular velocity of the rotating disk, rad s−1

� � dimensionless temperature
� � group parameter, Br /�Re2

∀ � dimensionless volume
� � irreversibility distribution ratio, NF /NH
� � shear stress tensor, N m−2
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Wall-Modeled Large-Eddy
Simulations of Flows With
Curvature and Mild Separation
The performance of wall-modeled large-eddy simulation (WMLES) based on hybrid mod-
els, in which the inner region is modeled by Reynolds-averaged Navier–Stokes (RANS)
equation and the outer region is resolved by large-eddy simulation (LES), can make the
application of LES attainable at high Reynolds numbers. In previous work by various
authors, it was found that in most cases a buffer region exists between the RANS and LES
zones, in which the velocity gradient is too high; this leads to an inaccurate prediction of
the skin-friction coefficient. Artificially perturbing the RANS/LES interface has been dem-
onstrated to be effective in removing the buffer region. In this work, WMLES has been
performed with stochastic forcing at the interface, following the previous work by our
group on two nonequilibrium complex flows. From the two flows studied, we conclude
that the application of stochastic forcing results in improvements in the prediction of the
skin-friction coefficient in the equilibrium regions of these flows, a better agreement with
the experiments of the Reynolds stresses in the adverse pressure gradient and the recov-
ery region, and a good agreement of the mean velocity field with experiments in the
separation region. Some limitations of this method, especially in terms of CPU require-
ments, will be discussed. �DOI: 10.1115/1.2969458�

1 Introduction
In large-eddy simulation �LES�, the energy carrying large ed-

dies are resolved and the effect of unresolved small scales on the
resolved large scales is modeled. This results in considerable sav-
ings, in terms of CPU time, compared with direct numerical simu-
lation �DNS�. Cost estimates for LES can be found in various
references �1–5�. In unbounded flows, the cost of a LES scales
with Re0.6 �where the Reynolds number is based on some integral
scale of the flow�, while the cost of a DNS is proportional to Re3.
In wall-bounded flows, in which the cost of a DNS is proportional
to Re3.6, the savings obtained by LES are less significant since its
cost scales like Re2.4 if the wall layer is resolved. It is easy to
show that this requirement is essentially due to the need to resolve
the near-wall eddies since the outer layer has a cost that is only
proportional to Re0.6. This high cost requirement makes the appli-
cation of LES to high Reynolds flows infeasible. The application
of LES to wall-bounded flows at high Reynolds numbers is fea-
sible only with the use of wall-layer models, in which the inner
layer is not resolved and its effect on the outer layer is modeled. A
review of wall-layer models for LES appeared in Refs. �4,5�.
Wall-layer models can be broadly divided into three classes. In the
first one, the inner layer is bypassed by assuming a velocity profile
to relate the outer-layer velocity to the wall stress. Schumann �6�,
Grötzbach �7�, and Piomelli et al. �8� performed simulations using
this approach. Recently Templeton et al. �9� and Medic et al. �10�
reported improved results with this approach by blending the
Reynolds-averaged Navier–Stokes �RANS� eddy viscosity with
the subgrid scale �SGS� eddy viscosity in the near wall region. In
the second one, the near-wall region is simulated using a simpli-
fied set of equations �generally the turbulent boundary layer equa-
tions on a finer grid embedded between the first grid point and the
wall�. In the third, hybrid approaches are used, in which the model

changes from a RANS-like model in the inner layer to a SGS one
in the outer region. Applications of this methodology are the sub-
ject of the present work.

In hybrid RANS/LES models, several strategies can be used to
switch between one model and the other, such as changing the
length scale in the model from a RANS mixing length to one
related to the grid size or using a blending function to merge the
SGS and RANS eddy viscosities.

The direct modification of the length scale used the detached
eddy simulation �DES� �11� approach and was employed by Ni-
kitin et al. �12� for the simulation of turbulent channel flow at
Reynolds numbers �based on the friction velocity u�= ��w /��1/2

and the channel half-height� of up to 80,000. The model was able
to sustain turbulence, but the logarithmic layer in the LES region
was displaced upward, resulting in a 15% underprediction of Cf.
Baggett �13� attributed this error �known as “logarithmic law mis-
match” �LLM�� to the delayed generation of resolved eddies in the
interface region between the RANS and LES zones. Piomelli et al.
�14� and Keating and Piomelli �15� found that the addition of
stochastic forcing in the interface region accelerated the genera-
tion of resolved eddies, leading to more accurate results.
Radhakrishnan et al. �16�, however, observed that in cases in
which mean-flow perturbations �adverse pressure gradients and
separation� create more unstable flow conditions, accurate results
can be obtained even without stochastic forcing.

Several researchers have used hybrid RANS/LES schemes in
which a blending function is used to bridge the RANS and LES
zones. Hamba �17,18� performed channel flow simulation using
various hybrid RANS/LES models and suggested a method to
improve the mean velocity prediction through additional filtering.
He observed that the filter width in the RANS region is larger than
that in the LES region at the RANS/LES interface. To remove this
inconsistency, he defined two wall-normal velocity components at
the interface: one based on the LES filter width and the other
based on the RANS filter width. The RANS velocity is obtained
from the LES one by additional filtering. This method introduces
a source term in both continuity and momentum equation and
provides forcing at the interface region whose effects are similar
to the forcing used in Refs. �14,15�.

Temmerman et al. �19� calculated a channel flow and a sepa-
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rated flow in a channel constricted by a curved hill using a hybrid
RANS/LES method. In their hybrid method, the eddy viscosity in
the RANS region is defined by C�kmod

1/2 l�, where C� is a constant,
kmod is the modeled turbulent kinetic energy, and l� is the length
scale, which is either explicitly prescribed or obtained by solving
an additional transport equation. They obtained the constant, C�,
by equating the RANS eddy viscosity to the LES eddy viscosity at
the interface. They were able to remove the shift in the mean
velocity when they used the C� value obtained instantaneously at
every point rather than an averaged value along the homogeneous
direction. The use of spatially and temporally varying C� also
results in the introduction of additional unsteadiness near the
RANS/LES interface.

Davidson and Peng �20� calculated channel and separated flows
past a hill using a hybrid RANS/LES method based on the k-�
model in the RANS region, and the one-equation subgrid-scale
turbulent kinetic energy model of Yoshizawa �21� in the LES re-
gion. They also observed the LLM in the channel flow, and ob-
tained better results in the separated flow, which they attributed to
the enhanced convective and diffusive transport across the inter-
face in the latter flow. Davidson �22� computed channel flow and
flow past an asymmetric plane diffuser using a hybrid RANS/LES
method with a one-equation model for turbulent kinetic energy. In
their simulation, forcing was provided at the interface by adding a
source term to the three momentum equations based on velocity
fluctuations taken from a DNS database. With a carefully chosen
coefficient for the source term, they were able to remove the LLM
in the channel flow. Davidson and Billson �23� explored using
forcing from various types of fluctuations: DNS fluctuations, syn-
thetically generated isotropic and nonisotropic fluctuations, and
white noise. They conclude that in terms of the complexity and
the quality of the flow field predicted, synthetically generated iso-
tropic fluctuations offered the best results.

Travin et al. �24� and Shur et al. �25� followed a different ap-
proach: they developed a special blending function for a Spalart–
Allmaras �SA�-based wall-modeled LES �WMLES�, which de-
creases the viscosity significantly in the interface region. This
makes the flow in the transition region less stable and allows any
flow perturbation to be amplified more rapidly. Their calculations
show a very good agreement with the data in a variety of flows.

From the works of the authors cited above, it is clear that some
sort of forcing is desirable at the RANS/LES interface for an
accurate prediction of the mean velocity field in the equilibrium
region. In this work, two of the three flows that were studied in
Ref. �16� are computed with the addition of the stochastic forcing
by Keating and Piomelli �15�. To illustrate the better prediction
obtained due to the addition of stochastic forcing, the results from
WMLES calculations reported in Ref. �16� are also shown in this
paper. In the following section, we will describe the numerical
approach and the models used. We will then present the problem
formulation and discuss the results for the two flows studied. Fi-
nally, we will make some concluding remarks.

2 Methodology

2.1 Mathematical Model and Numerical Techniques for
LES. In large-eddy simulations, the velocity field is separated into
resolved �large-scale� and subgrid �small-scale� fields, by a spatial
filtering operation �26�. The equations of conservation of mass
and momentum for the resolved field are

�ūi

�xi
= 0 �1�

�ūi

�t
+

��ūjūi�
�xj

= �
�2ūi

�xj�xj
−

��ij

�xj
−

1

�

�p̄

�xi
+ f i �2�

In these equations, �ij =uiuj − ūiūj are the SGS stresses and f i is a
stochastic force defined in the next section. The SGS stresses are
modeled using an eddy-viscosity approximation,

�ij −
�ij

3
�kk = − 2�tS̄ij �3�

The governing differential equations �Eqs. �1� and �2�� are dis-
cretized on a nonstaggered grid using a curvilinear finite volume
code. The method of Rhie and Chow �27� is used to avoid pres-
sure oscillations. Both convective and diffusive fluxes are ap-
proximated by second-order central differences. A second-order
semi-implicit fractional-step �28� procedure is used for temporal
discretization. The Crank–Nicolson scheme is used for the tempo-
ral discretization of wall-normal diffusive terms, and the Adams–
Bashforth scheme is used for the temporal discretization of all the
other terms. Fourier transforms are used to reduce the three-
dimensional Poisson equation into a series of two-dimensional
Helmholtz equations in wavenumber space, which are then solved
iteratively using the biconjugate gradient stabilized �BCGSTAB�
method. The code is parallelized using the message-passing inter-
face �MPI� library and the domain-decomposition technique, and
it has been extensively tested by Silva Lopes and Palma �29� in
isotropic turbulence and by Silva Lopes et al. �30� in an S-shaped
duct.

The eddy viscosity, �t, is obtained from the SA turbulence
model �31�. For the wall-modeled LES equations �12� the length

scale in the Spalart–Allmaras model, d̃, is modified so that the
model functions in the RANS mode in the near-wall region and in
the LES mode in the outer region. The length scale is chosen as
the minimum of the RANS and LES length scales,

d̃ = min�yw,CDES�� �4�

where yw is the distance from the wall, CDES=0.65, and �
=max��x ,�y ,�z�. The location where the RANS switches to
LES, yw=CDES�, is denoted here as yswitch. More details on the
SA model as applied in this problem can be found in Ref. �16�.

2.2 Boundary Condition. As boundary conditions, a no-slip
condition was enforced at the walls; in the spanwise direction,
periodic conditions were applied. At the outlet, the convective
condition �32� �ūi /�t+Ub�ūi /�x=0 was used. The above convec-
tive boundary condition, which is hyperbolic in nature, is ex-
pected to advect all the vortical structures out of the domain with-
out reflecting them. For high Reynolds number flows in complex
geometries, disturbance was found to travel upstream from the
outlet in previous calculations �30� performed with this code. Fol-
lowing Ref. �30�, a buffer layer 10�ref long, in which the stream-
wise grid spacing was slowly stretched, was appended to the
physical domain to avoid any upstream propagation of perturba-
tions from the outlet condition into the region of interest. Inlet
conditions are the instantaneous flow field taken from a y-z plane
of a spatially developing boundary layer simulation in which the
Reynolds number is matched to the experimental one. For each of
the calculations reported here, an auxiliary spatially developing
boundary layer simulation—which had the same domain height,
resolution, and turbulence model—was performed. The simulation
was performed for ten flow-through times and the statistical sam-
pling was done after six flow-through times so that all the tran-
sients can be convected out. The convergence of the results was
estimated by comparing the statistics obtained using the two
halves of the sample; they did not differ by more than 3%.

2.3 Stochastic Forcing. In hybrid RANS/LES calculations, a
region is present in which the flow transitions from a quasisteady
RANS near-wall flow to an unsteady LES outer flow. For y
�yswitch the eddy viscosity is decreased compared to the RANS
value; the resolved stresses are, however, insufficient to maintain
the momentum balance since few turbulent eddies exist in the
smooth RANS region. Immediately above the nominal interface
�y�yswitch� then, the modeled stress is larger than the resolved
one, despite the fact that the calculation is supposedly in the LES
mode �Fig. 1�, and most of the stress should be supported by the
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resolved eddies.
In this work we use the stochastic forcing method proposed by

Keating and Piomelli �15�. This method uses a dynamic control
technique, which modulates f i to amplify the resolved Reynolds
shear stress at the nominal interface. The stochastic force f i is
obtained from normally distributed random numbers, whose vari-
ance is calculated as explained below �Eq. �6��. Keating and Pi-
omelli �15� defined a transition region �between yswitch and the
location y� of maximum time- and spanwise-averaged �t� over
which they expect the average resolved and modeled shear
stresses to be equal and modulated the stochastic force to achieve
this result. The difference between the resolved and modeled Rey-
nolds shear stresses integrated over the transition region is first
calculated,

	 =�
yswitch

y� ��t
d�us�

dy
+ �us�vn��	dy �5�

Here, the angle brackets �·� denote time- and spanwise-averaged
quantities, while the prime denotes the large-scale part of the fluc-

tuation: f�= f̄ − � f̄�. Also, us and vn denote the streamwise and
wall-normal components of the velocity. Then a proportional con-
troller is used to calculate the variance of the force,


n+1�x� = 
n�x� + A	�x + L� �6�

Keating and Piomelli �15� varied the constant, A, in the above
controller from 2 to 20 and showed that a higher value of A results
in a shorter transient time after which the variance of the force
remains almost constant. In this work a value of 10 was chosen
for A to reduce the transient time while keeping the calculation
stable. Time and spanwise averaging is required in the evaluation
of the resolved and modeled shear stress terms in Eq. �5�. In
spatially developing flows, the stochastic forcing applied at a lo-
cation affects the error at a downstream location, due to the mean
advection. Hence, a streamwise shift L, of the order of the integral
length scale, is used in the controller following Ref. �15� �we use
L=�ref in this work�. The force is enveloped using a top-hat func-
tion centered on the location of the maximum turbulent eddy vis-
cosity, whose width is twice the distance between y� and yswitch.
The reader is referred to Ref. �15� for a detailed discussion of the
model implementation.

This procedure had to be slightly modified when applied in the
complex geometries. In regions of convex curvature, the resolved
shear stress decreases, whereas the modeled shear stress increases
compared to their equilibrium values. The decrease in the resolved
shear stress is consistent with the effects of convex curvature on

turbulence. Since the modeled shear stress increases in the convex
region, the difference between the two as calculated in Eq. �5�
increases, resulting in a need for larger forcing to amplify the
resolved shear stress. In the simulations, it was found that the
variance of the force �Eq. �6�� increased unboundedly which made
the calculation unstable. To make the calculation stable, it was
necessary to either restrict the variance of the force to a given
value or to turn off the controller and the forcing in this region. As
the rms of the force shows a large variation �see Figs. 4 and 10�,
we chose the second approach to avoid prescribing the maximum
value in an ad hoc manner.

3 Flow Past a Contoured Ramp

3.1 Problem Formulation. The performance of the stochastic
wall-layer model on flows with separation and recovery is tested
on this geometry. Song and Eaton �33� studied this flow experi-
mentally. Figure 2 shows the flow configuration, which consists of
a flat-plate followed by a smoothly contoured ramp and another
flat-plate region. In the numerical calculations, all the lengths are
normalized by the ramp length, LR=70 mm. The flat-plate section
preceding the ramp is 2LR long; the radius of curvature of the
ramp is 1.814LR and its height is 0.3LR. The computational do-
main extends 6LR from the trailing edge of the ramp, which is
then followed by a buffer zone for the outflow boundary. Similar
to the experimental configuration, the computational domain has
an upper wall 1.8714LR above the top of the ramp. The boundary
layers at the bottom and upper walls do not interact with each
other and are separated by a potential core 3�ref high at the inlet of
the computational domain. The reference location for the simula-
tion is the inlet of the computational domain, the momentum Rey-
nolds number �Re�� at the reference location is 13,200, and the
boundary layer thickness, �ref, is 0.38. Velocities are normalized
by the freestream velocity at the reference location x=−2, Uref
=20.3 m /s. The spanwise width of the computational domain is
3�ref.

Results from two WMLES calculations with stochastic forcing
are reported here. To study the grid independence of the results,
simulations were performed with two meshes. The coarse grid had
367�120�36 nodes in the streamwise, wall-normal, and span-
wise directions, respectively. The grid was uniform in the span-
wise direction and was stretched in the streamwise and wall-
normal directions. In the streamwise direction, the grid was
stretched only near the outlet to create a buffer region to avoid
upstream propagation of disturbances. There were 12 points per
�ref in the spanwise and streamwise directions �except near the

Fig. 1 Resolved „—… and modeled „---… stresses in calculations that use a
DES based wall model
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outflow�. In the wall-normal direction, the first point was located
at y+=1, and the grid was stretched so that near the boundary
layer edge there were 12 points per �ref, resulting in cubic grid
cells in the outer region. The fine mesh calculation had 503
�210�54 nodes in the streamwise, wall-normal, and spanwise
directions, respectively, resulting in 18 points per �ref in the span-
wise and streamwise directions.

3.2 Results and Discussion. The flow expansion on the ramp
creates an adverse pressure gradient that causes the flow to sepa-
rate, creating a mild separation region that is then followed by
recovery. The accuracy of the predicted flow field in the separa-
tion and recovery regions depends critically on the accurate pre-
diction of the separation location. Streamlines in the separation
region are shown in Fig. 3 along with the contours of the Rey-
nolds shear stress �u�v��. Table 1 shows the predicted separation
and reattachment point locations and the error in their prediction.
Note that, for consistency with the experiments, the separation
and reattachment points were determined from the sign of the
velocity at a distance of �8.6�10−4�LR from the wall; in the simu-
lations, this occurs six to seven points away from the wall. Both
calculations predict the location of the separation point within
10% of the experimental value and that of the reattachment within
12% of the experimental value �see Table 1�.

The amplitude of the stochastic forcing for the fine and coarse
mesh calculations is shown in Fig. 4. Note that the oscillations in
the forcing amplitude are due to insufficient statistical conver-

gence of the data, which are sampled less frequently than the
velocity data. Significant forcing is applied only in the attached
boundary layer region ahead of the ramp. Because of the convex
curvature of the ramp, forcing is set to zero over the ramp. Al-
though the dynamic controller was active downstream of the
ramp, it does not apply stochastic forcing immediately down-
stream of the ramp as the eddies generated in the separated region
resolve most of the Reynolds stress. Only far downstream, where
the eddies generated in the separation region have weakened or
been dissipated by viscous effects, does forcing become important
again.

In Fig. 5 the skin friction and pressure coefficients, defined as

Cf =
�w

�U
2 /2

, Cp =
p − pref

�Uref
2 /2

�7�

where U is the velocity at the edge of the boundary layer at the
current location and pref is the wall pressure at x=−1.81, are
shown. The skin-friction coefficient is predicted accurately in both
the flat-plate region ahead of the ramp and in the recovery region.
Note that the DES based wall model used in Ref. �16� underpre-
dicts the skin-friction coefficient in the flat-plate region ahead of
the ramp. The addition of stochastic forcing also results in an
improved agreement of the wall-pressure coefficient with the mea-
sured one. The fine mesh WMLES calculation with stochastic
forcing predicts the height of the bubble particularly accurately.

The mean velocity profile in wall coordinates at the inlet is

L R

0.3 LR

1.8714 LR

2.1714 L
R

Radius of curvature = 1.814 LR

Fig. 2 Flow configuration for the contoured ramp calculation
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shown in Fig. 6. The addition of the stochastic forcing has re-
moved the shift observed in the DES based wall model. Figure 7
compares numerical and experimental data at five locations: in the
equilibrium region, near separation, in the middle of the separa-
tion region, near reattachment, and in the recovery region. The
application of the stochastic force improves the prediction of Rey-
nolds shear stress compared to WMLES in Ref. �16�, which over-
predicts it by as much as 100% in the separation region. The
improved prediction is the result of stochastic force breaking up
the artificially strong streamwise coherent structures that cause the
overprediction of the Reynolds stresses in the separation region.

Two-point correlations for the two calculations that used forc-
ing and also for the two DES based WMLES calculations reported
in Ref. �16� are compared to the experimental values. The stream-
wise two-point correlation is defined as

Ruu,x =
u��x�u��x0�


u�2�x�
u�2�x0�
, Rvv,x =

v��x�v��x0�

v�2�x�
v�2�x0�

�8�

where u� and v� denote the fluctuating velocities and x0 is the
two-point correlation origin. Streamwise two-point correlations at
three locations x0=1,1.39, and 4 are shown in Fig. 8. Correlations
at x0=4 are evaluated at a fixed height of 0.5�, whereas those at
x0=1 and 1.39 are evaluated along the mean streamline passing
through the respective two-point correlation origin, which is at a
height of 0.5�.

In Fig. 8, one can see that the calculations with the fine mesh
predict a smaller length scale than the calculations with the coarse
mesh, and the addition of stochastic forcing further reduces the
length scale. The length scale of the u� fluctuations are predicted

better than the length scale of the v� fluctuations, which is gener-
ally overpredicted. Note that in the separation region at x=1, a
much larger length scale is predicted by the calculation without
forcing, which results in stronger eddies and overprediction of the
Reynolds stresses.

4 Flow Past a Two-Dimensional Bump

4.1 Problem Formulation. The performance of the WMLES
with stochastic forcing in the presence of curvature and pressure
gradient effects is tested on the flow past a two-dimensional
bump. The bump geometry �shown in Fig. 9� is formed by tan-
gentially connecting two short concave arcs to a longer convex
arc. Simulation results are compared to the experimental results of

Table 1 Parameters in the simulations of ramp

Case Resolution
Separation point

�% error�
Reattachment point

�% error�

Expt. N/A 0.76 1.39
WMLES with
stochastic forcing
coarse mesh

367�120�36 0.75 �−1.6% � 1.32 �−11.1% �

WMLES with
stochastic forcing
fine mesh

503�210�54 0.7 �−9.5% � 1.41 �3.2%�

WMLES without
stochastic forcing
coarse mesh

367�120�36 0.80 �6.3%� 1.46 �11.1%�

WMLES without
stochastic forcing
fine mesh

503�210�54 0.72 �−6.3% � 1.48 �14.2%�
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Fig. 5 Profiles of the „a… skin-friction coefficient and „b… pres-
sure coefficient —. WMLES with stochastic forcing, coarse
mesh; ------, WMLES with stochastic forcing, fine mesh; –�–,
WMLES without stochastic forcing, coarse mesh; ---�---, WM-
LES without stochastic forcing, fine mesh; �, experiments.
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DeGraaff �34�. Webster et al. �35� also studied this flow experi-
mentally at a lower Reynolds number than the one studied here,
and Wu and Squires �36� performed LES of this flow at the same
low Reynolds number. The inlet of the simulation domain, which
is also the reference location, is located one-half chord length
upstream of the leading edge of the bump. The momentum Rey-

nolds number Re� at the inlet is 12,170. In the simulation, all
lengths are nondimensionalized by the chord length �Lc

=305 mm� of the bump. At the inlet, the boundary layer thickness
is �ref=0.09718Lc, and the top wall is located 0.498Lc above the
bottom wall. The two boundary layers at the top and bottom walls
are separated by a potential core whose height is 2�ref. The maxi-
mum height of the bump is 0.0659Lc, and the boundary layer
thickness at the inlet is 1.5 times larger than the maximum height
of the bump. The simulation domain is 3�ref wide in the spanwise
direction, and it extends two chord lengths downstream of the
trailing edge and then by a buffer region for the outflow. The grid
used in the simulation has 538�150�36 nodes in the stream-
wise, wall-normal, and spanwise directions, respectively. In the
spanwise direction, the grid spacing was uniform and it was
stretched in the streamwise and wall-normal directions. There
were approximately 12 points per �ref in the spanwise and stream-
wise directions �except near the outflow�. In the wall-normal di-
rection, the first point was located at y+=1, and the grid was
stretched so that near the boundary layer edge there were 12
points per �ref, resulting in cubic grid cells in the outer region.
These resolutions are comparable to the coarse grid discussed in
the previous section, which gave acceptable results.

4.2 Results and Discussion. The amplitude of the stochastic
forcing used in the WMLES calculation is shown in Fig. 10. Note
that forcing is set to zero in the convex region of the bump. In the
first concave region, forcing becomes inactive naturally due to the
resolved stresses being larger than the modeled stress in the inter-
face region. Similar to the ramp problem, the adverse pressure
gradient in the second half of the bump causes the resolved eddies
to become energetic, so that the forcing becomes inactive for a
short distance downstream of the trailing edge.

Figure 11 shows the skin-friction and pressure coefficients,
which are defined in Eq. �7�. In this case, U is the velocity at the
edge of the boundary layer at the current location, pref is the wall
pressure at x=1.667, and Uref is the velocity at the edge of the
boundary layer at x=1.667. In the experiments, both the wall-
pressure and the skin-friction coefficients were measured in a
lower Reynolds number case, with Re�=3120 at the reference
section. DeGraaff �34� estimated the wall shear-stress for a high
Reynolds number case by assuming that the ratio of skin friction
at any position to the skin friction at the reference position is
independent of the Reynolds number, and at the reference loca-
tion, he estimated the skin friction by a logarithmic law fit.

The WMLES underpredicts the skin friction in the upstream
flat-plate region but shows a reasonable agreement everywhere.
With the addition of stochastic forcing, the prediction of the skin
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friction is improved in the upstream flat-plate region. In the down-
stream region, which is dominated by nonequilibrium effects, we
see a good agreement with the experimental values for both cases.

Figure 12 shows the mean horizontal velocity normalized by
the local freestream velocity at select locations. The flow deceler-
ates near the leading edge due to the concave streamline curvature
effect and then accelerates until it reaches the summit of the bump
due to constriction in the geometry. Beyond the summit of the
bump, the flow decelerates due to the adverse pressure gradient
caused by expansion. Near the trailing edge, the flow experiences
a favorable pressure gradient due to the concave curvature, and
downstream of the trailing edge, it returns to equilibrium. The
predicted mean velocity shows a good agreement with the experi-
mental values at all locations.

Figure 13 shows the rms of the fluctuations of the x-component
of the velocity at select locations, which decreases in the first half
of the bump due to the favorable pressure gradient and also due to
the convex curvature. Beyond the summit of the bump, it in-
creases due to the adverse pressure gradient. After the trailing
edge, it decays to the zero-pressure gradient value. The WMLES
with no forcing overpredicts the rms of the fluctuations by as

much as 40% in the recovery region; the addition of stochastic
forcing results in a better agreement with the experimental values.

5 Conclusions
WMLES with stochastic forcing have been performed on two

flows. Significant computational savings have been achieved by
modeling the inner layer compared to cases in which the wall
layer is resolved. For the contoured ramp problem, a wall-
resolved LES calculation �with �x+=50, �z+=25, and y=�ref /18
at the boundary layer edge� would have required 3676�210
�696 points. With the DES based wall model, this calculation has
been carried out with 1% of the grid nodes. Similar savings were
achieved for the two-dimensional bump problem.

In the two flows studied, the addition of stochastic forcing re-
sults in the removal of the shift in the log law and the accurate
prediction of the skin-friction coefficient in the equilibrium re-
gion. For the contoured ramp flow, the overprediction of the Rey-
nolds stresses in the separation and recovery regions in WMLES
with no forcing is caused by the artificially strong streamwise
coherent motion in the attached boundary layer region. The addi-
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tion of stochastic forcing breaks up this coherent structures and
results in a better agreement of the predicted Reynolds stresses.
The predicted mean velocity in the separation region is also in
good agreement with experimental values. For the two-
dimensional bump problem, the errors in the prediction of the
Reynolds stress with WMLES have been removed with the addi-
tion of stochastic forcing.

The WMLES with stochastic forcing has been applied to two
flows that exhibit a mix of complex physics, typically encountered
in engineering flows, such as concave and convex curvature ef-
fects and favorable and adverse pressure gradients. In both the
flows, the addition of stochastic forcing has improved the predic-
tion of the flow field, which implies that the application of some
sort of stochastic forcing may be beneficial for an accurate pre-
diction. Overall, it has shown a good prediction of the skin-
friction coefficient, mean velocity, and Reynolds stresses on these
complex flows. With the cost savings achieved in this methodol-
ogy, WMLES with stochastic forcing can be a viable tool for
studying engineering flows and a better alternative to RANS
whose accuracy depends on the flow configuration.

Despite the positive results obtained with this method, two is-
sues limit its general application and require further study. The
first issue is related to higher CPU time needed compared to cal-
culations in which no forcing is applied. The controller needs the
values of the modeled and resolved Reynolds shear stresses �see
Eq. �5��, and a reasonably converged value of these quantities can
be obtained only after temporal averaging for at least one quarter
of a large-eddy turnover time. The amplitude of the forcing is set
to zero initially and the controller takes about 35–40 updates �us-
ing Eq. �6�� before the forcing value stabilizes. This requires run-
ning the code for ten large-eddy turnover times just to get the
forcing value, and it doubles the CPU time needed for the calcu-
lation with forcing compared to the calculation without forcing. In
problems with mean-flow unsteadiness �oscillating or pulsating
flows, for instance� in which the time averages are replaced by
phase averages, the increase in computational time may make this
method impractical. Another issue that requires further study is
the application of stochastic forcing to cases with a strong favor-
able pressure gradient or a strong convex curvature. In these
cases, the flow tends to relaminarize, and the application of forc-
ing may become unstable. In the present study, we forced the
forcing magnitude to be zero where it was unstable. However, a
more general methodology is required to make this method more
robust, and efforts in this direction are underway.
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Prediction of Dynamic Stall Onset
for Oscillatory Low-Speed Airfoils
This research presents some common features of oscillatory airfoils, and the method for
indicating dynamic stall onset for the unsteady process. Under deep stall conditions, the
stall-onset angle in oscillation is independent of the mean angle of the oscillatory motion,
and by combining the reduced frequency and the amplitude of the oscillatory motion, the
equivalent reduced pitch rate is an analog of this motion to the constant reduced pitch
rate of the ramp-up motion. By correlating with the measured data, and with the ramp-up
results, the equivalent reduced pitch rate can be defined as a representation for the
oscillatory motion. Accordingly, the triple-parameter problem of an oscillation (mean
angle, reduced frequency, and amplitude) degrades into the single-parameter problem
(equivalent reduced pitch rate). Based on these foundations, an extension of the stall-
onset criterion is then made for oscillatory airfoils: a method of extracting the stall-onset
parameters directly from oscillatory test data, and an indication of stall onset for the
oscillatory airfoils. The results from the new proposed method have shown the consis-
tency with the data of Glasgow University and the public data.
�DOI: 10.1115/1.2969450�

1 Introduction

Dynamic stall usually occurs on an airfoil or on a lifting surface
when it is subjected to pitching, plunging, or vertical motion, or
other type of unsteady motion inducing a time-dependent angle of
attack �AOA�/equivalent AOA. The discussion and reviews on
this phenomenon have been well documented �1–6�. Traditionally,
different approaches, such as experimentations �7–15�, numerical
simulations �16,17�, and semi-empirical methods �18–27�, have
been widely employed to investigate this complicated phenom-
enon. Regardless of the complicated process, experimental and
numerical results have shown that the pronounced features in the
dynamic-stall process are the delay of stalling and a subsequently
concentrated vortex shedding over an airfoil chord. The former is
caused by the dynamically induced camber effect and thus delays
the trailing-edge separation under the dynamic condition. The lat-
ter induces a pressure wave over the airfoil upper surface. As a
result, a much larger normal force and a large nose-down pitching
moment may be produced. Figure 1 shows the typical measured
unsteady normal force and pitching moment including dynamic
stall in low Mach numbers. For comparison, the measured normal
force and pitching moment in the static case are also plotted. In
detail, the unsteady aerodynamic process including dynamic stall
comprises the following important events in a closed hysteresis
loop �see Fig. 1�.

�1� When an airfoil is pitched up from a small angle of attack,
the flow remains fully attached to the upper surface of the
airfoil until the static stall angle, �ss, is exceeded, some-
times significantly. Accordingly, a pronounced larger nor-
mal force �overshoot� may be attained.

�2� Further pitching-up the airfoil, a concentrated vortex is ini-
tiated at the leading-edge region. The vortex then separates
from the leading-edge region and convects downstream
over the airfoil chord. This process results in a further in-
crease in normal force �an additional overshoot� as well as
a large nose-down pitching moment.

�3� After the vortex sheds into the wake, a fully separated flow

is attained on the upper surface and the normal force col-
lapses.

�4� After the angle of attack reaches its maximum value, the
airfoil is then pitched down. The separated flow remains on
the upper surface of the airfoil �“bluff body effect,” Niven
et al. �13�� until the onset of flow reattachment process. The
reattachment starts from the leading-edge region and moves
toward the trailing edge until �min is reached �see Fig. 1�.
This phenomenon is also identified as “undershoot” by
Ericsson �28�, analogous to “overshoot” during the up-
stroke motion of airfoils. The separated flow over the upper
surface is gradually convected into the wake. Dependent on
the pitch-down speed, the re-establishment of a fully at-
tached boundary layer may begin, but is more likely to
follow this process.

�5� After this the re-attachment process develops quickly and
flow finally returns to the fully attached state.

The dynamic-stall phenomenon, however, could be considered
a “problem” or a “solution,” depending on the circumstances un-
der which it appears. It could be a problem because the large
nose-down pitching moment excursions after stall onset that limit
the flight envelope. It could be a solution because the dynamically
induced larger lift may be used for improvement and enhancement
of aircraft maneuverability �4� or because the dynamically in-
duced large drag regulates the maximum power output at high
winds for stall regulated wind turbines. Regardless of the circum-
stances, for a better utilization and understanding of this dynamic
phenomenon, a reliable prediction method is demanded. For a
successful prediction, stall onset must be indicated reliably.

Traditionally, semi-empirical dynamic-stall models have been
an unsurpassed tool in the development of helicopter aerodynam-
ics and will be the tool in the near future. Among the semi-
empirical models, the Leishman–Beddoes �LB� dynamic-stall
�DS� model is one of the most popular, probably due to its physi-
cal representation of the overall unsteady aerodynamic problem.
The recent versions of the LB DS model �21,22� consist of the
indicial functions for assessment of attached flow, the Kirchhoff
equation for assessment of trailing-edge separation, the Evans–
Mort correlation/shock reversal condition �18� for stall-onset indi-
cation, and the process for modeling vortex formation and con-
vection. Among them, the stall-onset indication is a vital factor for
a successful assessment of the unsteady airloads.
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In order to investigate the unsteady phenomenon, the Univer-
sity of Glasgow has developed a device for airfoil dynamic-stall
experiment �12�. The device has a capability of producing oscil-
latory, ramp-type �constant pitch-rate motion�, and triangular
wave motion for airfoils. With this device, the University of Glas-
gow could amass a large amount of unsteady airfoil data for its
database. Presently, the database contains the data of 15 airfoils
�23�.

Investigation carried out at Glasgow University has illustrated
that the applicability of the L-dynamic-stall model is reduced
when used to reconstruct the unsteady airloads at low Mach num-
bers of about 0.12, and especially poorly predicts the stall-onset
incidence �see Ref. �24��.

In analyzing the unsteady airfoil data, ramp-type data �positive
and negative uniform pitch rates� are most interesting and useful
because they have isolated the unfavorable dynamic effects. Thus,
the analysis of the complicated phenomenon can be simplified.
The usefulness of the ramp-type measured data was recently dem-
onstrated in the development of a new stall-onset criterion for
low-speed dynamic stall �24,25� and in modeling the return from
the stalled state �23�. In the development of the stall-onset crite-
rion, a mathematical deduction has been employed to fit the cor-
relation of the measured data. As a result, a reliable and accurate

stall-onset prediction model for low-speed airfoils has been ob-
tained. This new stall-onset criterion requires two stall-onset pa-
rameters, which were only derived from the ramp-up data. It is
understood, therefore, that there may be a limit for the application
of the new criterion in the circumstances where there may be no
ramp-up data and hence a lack of the stall-onset parameters. This
is particularly so for the early unsteady airfoil tests where there
were only oscillatory tests, while the ramp-type tests have been
only conducted much later. That is because the value of the ramp-
type data for simplifying the analyzis of the problem had not been
recognized then and also the ramp-type motion was more difficult
to generate.

For a wider use of the stall-onset criterion of Sheng et al. �25�
to predicting the stall-onset angle for the oscillatory airfoils, in
this paper, a procedure is proposed for extracting the onset param-
eters directly from oscillatory data and thus extends the applica-
tion of the criterion to oscillatory cases.

2 Stall-Onset Criterion From Ramp-Up Tests
As illustrated by Sheng et al. �24�, there are several stall-onset

indications, such as CN deviation, Cm break ��Cm=0.05�, Cc

maximum, and Cd deviation �identified as �ds in Fig. 2�. Some
others may be defined via individual pressure signals, such as Cp
collapse at the leading edge, Cp deviation at about a quarter chord,
or via flow visualization techniques. For some airfoils, all these
definitions may give much close results �Fig. 2 gives an example�
and some others may not. Individually, any of these indications
could be applied, largely depending on the importance of the fac-
tor, which is concerned for the problem. For example, the large
nose-down pitching moment is a restriction of the helicopter flight
profile and of the structural responses; hence, the pitching moment
break can be often taken as the criterion. For a continuity of the
new criterion development in this research, as done in Refs.
�24,25� Cc maximum is taken as the dynamic stall-onset criterion,
because it is relatively easy to indicate and removes the local
abnormalities. In principle, the new stall-onset indication could be
feasible for all stall-onset criteria; only the values of the stall-
onset parameters can be different.

Figure 2 gives the loops of forces during an oscillatory motion
for a NACA 0012 airfoil. The stall-onset angle has been indicated
via different criteria. For this particular airfoil, different criteria
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give much similar results. Similarly, the same conclusion can be
found for some other NACA airfoils. As an example, Fig. 1 gives
the measured stall-onset angles of ramp-up test against the re-
duced pitch rate for the NACA 23012 airfoil �circles�. Obviously,
a linear dependency can be easily obtained when the reduced pitch
rate is larger than r0 �0.01 for many NACA series airfoils; a re-
duced pitch rate delimits the dynamic and quasisteady effects�. To
correlate to the measured data, Sheng et al. �24,25� have devel-
oped a criterion for the cases, and the method is outlined as fol-
lows.

First, a linear function is used to fit the measured stall-onset
angles �circles in Fig. 3� for the reduced pitch rate larger than r0,

�ds = �ds0 + �1r �1�

A least square method is used to obtain two constants, �ds0 and
�1. The first derived parameter is the constant critical onset angle,
and from the latter, a time constant T� is defined as

T� = �1 �2�

Further, a critical onset angle, �cr, is finally defined as

�cr = �ds0 �r � r0�
�3�

�cr = �ss + ��ds0 − �ss�
r

r0
�r � r0�

An effective angle of attack can be calculated by lagging the
angle of attack performed by

����s� = ���s��1 − e−s/T�� �4�
with

���s� = ��s� − ��s − �s�
�5�

����s� = ���s� − ���s − �s�
then the stall is said to occur when

�� � �cr �6�
An advantage of the stall-onset indication above is that the

stall-onset parameters, T� and �ds0, are all well defined and de-
rived directly from ramp-up experimental data. Thus it is a more
accurate and deterministic stall-onset criterion for low-speed air-
foils. This has been confirmed by the applications of the stall-
onset criterion �26,27�.

3 Dynamic Stall Onset for Oscillatory Airfoils
In this section, the dynamic stall onset for oscillatory airfoils is

investigated. For the cases of ramp-up tests at Glasgow Univer-
sity, the airfoil sweeps an arc from −2 deg to 40 deg. Virtually,

the dynamic stall-onset angle is both well larger than the ramp-up
starting angle and well smaller than the maximum angle. The start
angle of ramp-up is so small that the stall-onset angle is actually
independent of the starting angle, and the ending angle is so large
that the stall-onset angle is usually independent of the maximum
angle of attack under experimental condition. This motion ensures
that the stall-onset angle is only dependent on the reduced pitch
rate. While in an oscillatory motion, all three parameters, namely,
the mean angle ��0�, amplitude ��0�, and reduced frequency ���,
may affect the stall-onset angle. No doubt, it is more difficult to
indicate the stall-onset angle than that of the ramp-up case, and
this makes the oscillation problem much more complicated. How-
ever, under some conditions, as shown later in this paper, the
triple-parameter problem of oscillation can be degraded into a
single-parameter problem. This is the basis of a new method for
extracting stall-onset parameters from the oscillatory experimental
data.

3.1 Equivalent Reduced Pitch Rate. For an oscillatory mo-
tion, a sinusoidal function can be used to represent the angle of
attack of airfoil as follows:

� = �0 + �0 sin �t �7�
Its corresponding time-dependent pitch rate is

�̇ = �0� cos �t �8�
thus the corresponding reduced pitch rate is also time dependent,

r =
�̇c

2V
= ��0 cos �t �9�

An equivalent reduced pitch rate is then defined as the maximum
reduced pitch rate in Eq. �9�, so

req = ��0 �10�
This equivalent reduced pitch rate effectively combines two

parameters �� and �0� of oscillatory motion into one parameter.
This particular parameter is an analog to the constant reduced
pitch rate in ramp-up motion.

3.2 Stall-Onset Angle Via Mean Angle. Figure 4 shows the
results of the stall-onset angles under different mean angles under
deep stalled condition �amplitude and reduced frequency are kept
the same, 8 deg and 0.025, respectively�. It has been found that
the onset angles are actually independent of the mean angles �0 if
the stall-onset angles are well below the maximum angles in the
oscillatory motion �the cases shown in Fig. 4�. Under these con-
ditions, after dynamic stall onset, the dynamic vortex has enough
time to travel over the chord, and then the airfoil is well pen-
etrated into the deep stall region.

Additional confirmation of this is given in Fig. 5, where the
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onset angles of dynamic stall, though strongly dependent on the
reduced frequency, may be seen to be independent of mean
angles, �0. It may also be observed that, for low reduced frequen-
cies, the dynamic stall-onset angles are much smaller than the
maximum angles that the airfoil attained and independent of mean
angle, �0. At high reduced frequencies, however, the stall-onset
angles tend to be close to the maximum angles of the airfoil.
Therefore, at these high reduced pitch rates, the data may not
coincide. However, for those with lower mean angles, the stall-
onset angle is still much smaller than the maximum angle, thus
independent of the reduced pitch rate.

To remove the effects of mean angle, the condition that the
maximum angle is much larger than the stall-onset angle must be
met. Under this condition, the stall is occurring in the region of
maximum pitch rate. It is for this reason that the equivalent re-
duced pitch rate is proposed.

3.3 Stall-Onset Angle Via Equivalent Reduced Pitch Rate.
Figures 6�a�–6�c� plot the comparisons of the experimental stall-
onset angles �symbols� and the predictions �solid lines� by the
stall-onset criterion of Sheng et al. �25�. For the predictions, the
stall-onset parameters, which have been derived from the ramp-up
data, are used.

The experimental data in Fig. 6 are all taken from the oscilla-
tory tests under deep stall conditions. From Figs. 6�a�–6�c�, the
stall-onset angles for oscillatory cases are very close to the pre-
diction via ramp-up stall-onset parameters. In these figures, the
equivalent reduced pitch rates represent the oscillatory motions
and perform an identical role as the constant reduced pitch rate in
ramp-ups, regardless of their different amplitudes and reduced fre-
quencies. In this way, the equivalent reduced pitch rate can be
considered a very good representative of reduced pitch rates for

oscillatory motions. Hence, the triple-parameter problem can be
finally reduced into the single-parameter problem, and the single
parameter is the equivalent reduced pitch rate, req.

Based on the analysis above, and a similarity to the stall-onset
indication in Ref. �25�, a new method of extracting stall-onset
parameters is proposed, as well as a stall-onset criterion for oscil-
latory motion of airfoil.

From the appearance of the stall-onset angles against req �see
Fig. 6�, a linear function can be used to fit the stall-onset angles of
oscillatory airfoils when the equivalent reduced pitch rate is larger
than r0,

�ds = �ds0 + �2req �11�
A least square method, fitting Eq. �11� to the measured stall-

onset angles of oscillatory motions, yields the constant critical
stall-onset angle, �ds0 and a constant, �2. A nondimensional time
constant is then simply obtained as follows:
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Fig. 5 Stall-onset angles against the reduced frequency, �. „a…
�=�0+10 deg sin �t „NACA 0012…, „b… �=�0+10 deg sin �t
„NACA 23012….
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Fig. 6 Stall-onset angle dependence on the equivalent re-
duced pitch rate, req. „a… NACA 0012, „b… NACA 23012, „c… GUVA
10.
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T� = �2 �12�
Obtaining the stall-onset parameters, the indication of stall on-

set is the same as that of the ramp-up cases �Eqs. �3�–�6��.
Table 1 lists the values of the stall-onset parameters �ds0 and

T�, which are extracted from oscillatory airfoil data via Eqs. �11�
and �12�. For a comparison, the stall-onset parameters derived
from ramp-up data are also included. It is surprising to notice that
the onset parameters derived from both motion types are very
close to each other �see Table 1�.

4 Result Analysis and Discussion
In this section, the comparisons of stall-onset angle prediction

with experimental results for oscillatory airfoils are made for three
airfoils, namely, the NACA 0012, the NACA 23012, and the
GUVA 10. These airfoils are chosen because they represent three
different airfoil types �the profiles shown in Fig. 7�. It must be
emphasized that the same principle can be applicable to other
airfoils.

4.1 Oscillatory Cases: Deep Stall Conditions. The compari-
sons have been made for stall-onset angle predictions and the
experimental data from deep stall conditions. In Fig. 8, the pre-
dictions of stall-onset angles have been made by two different sets
of stall-onset parameters, �ds0 and T�, which are extracted from
oscillatory test data �identified as “os paras” in Fig. 8� and from
ramp-up data �identified as “rup paras”�, respectively. The values
of �ss and r0 are taken from Ref. �25�.

From Fig. 8, it can be seen that the predictions, via different
onset parameter sets, are both very close to the test data. The
differences may come from the different test conditions of
ramp-up and oscillatory tests, but both stall-onset parameter sets
are acceptable. It can be concluded that the method developed for
extracting stall-onset parameters from oscillatory experimental
data is feasible.

4.2 Oscillatory Cases: All Cases. The method for extracting
stall-onset parameters from oscillatory test data has been carried
out only under deep stall conditions. From the discussion above, it
can be seen that the parameters derived from oscillatory test data
are much close to those from ramp-up tests. They can, thus, be
used to predict the stall-onset angles for the deep stall conditions
�see Fig. 8�. This, however, is certainly not enough. The method
must be applicable for all oscillatory cases, regardless of the stall
conditions. The following examples are the comparisons of pre-
dictions and experimental results for those cases where light and
deep stall conditions are both included.

Figures 9–11 are the comparisons of normal force predictions
with the experimental data for three airfoils. The predictions of
normal force �identified as “new method”� are made via the modi-
fied dynamic-stall model of Sheng et al. �26� and with the stall-
onset parameters obtained from oscillatory test data �see Table 1�.
For each airfoil, two cases of both deep stall condition �at low

Table 1 Values of �ds0 and T�

Airfoil

�ds0 �deg� T�

Oscillatory Ramp-up Oscillatory Ramp-up

NACA 0012 18.84 18.73 4.08 3.90
NACA 0015 17.15 17.81 5.82 5.78
NACA 0018 17.34 17.46 6.20 6.22
NACA 0021 17.40 17.91 6.30 6.30

NACA 23012 18.42 17.91 3.87 3.97
NACA 23012A 16.86 17.19 5.33 5.11
NACA 23012B 18.12 18.07 5.72 6.14
NACA 23012C 18.13 18.06 5.33 5.59

AHAVAW 15.11 14.88 5.98 6.27
GUVA 10 15.58 15.82 5.86 5.70

Fig. 7 Airfoil profiles studied in this research
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Fig. 8 Comparisons of dynamic stall-onset predictions. „a…
NACA 0012, „b… NACA 23012, „c… GUVA 10.
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reduced frequency� and light stall condition �at high reduced fre-
quency� are given. From these figures, it may be seen that the
stall-onset angles are all well captured, regardless of stall
conditions.

It is interesting to notice that under deep stall conditions, the
predictions are good, even for the return from the stalled state.
However, in the light stall conditions, the return from stall is not
so good.

4.3 More Validations. The values of onset parameters in-
cluded in Table 1 are all obtained from the data of one wind
tunnel, the Glasgow University’s “Handley-Page” wind tunnel,
which has an octagonal working section with a height of 1.61 m
and a width of 2.14 m. The airfoils have normally been tested at
Reynolds number of 1.5	106 and Mach number of 0.12 �chord
length is 0.55 m�, so their universality has yet not been validated.
Hence some doubt may arise as to the universality of the model.
Fortunately, some alternative independent data are available to the
public �9�. The data were taken for a NACA 0012 airfoil at a mean
angle of 15 deg and an amplitude of 10 deg. The Mach number
and Reynolds number are broadly similar to those of the Glasgow
experiments.

These data are used to derive the values of �ds0 and T� by the
procedure for oscillatory motions proposed in this paper and
quoted in Eqs. �11� and �12�. The derived onset parameters are
�ds0=18.6 deg and T�=3.79. It must be pointed out that the lim-
ited data are available to extracting the onset parameters, i.e., the
reduced frequencies of �=0.05, 0.10, and 0.15, corresponding to
the equivalent reduced pitch rates of req=0.0087, 0.0175, and
0.026, respectively. The unsuitable onset angles are those at a very
low reduced frequency/low equivalent reduced pitch rate ��
=0.025 /req=0.0035� or at a very high reduced frequency ��
=0.20� in which the deep stall condition is not met. The onset

angle is much close to the maximum angle of attack of the airfoil.
Even with such a small data set to work with, the derived onset
parameters are very close to the results from the Glasgow data-
base, �ds0=18.84 deg and T�=4.08 for oscillatory and �ds0
=18.73 deg and T�=3.90 for ramp-up. Figure 12 shows the com-
parison of the predictions by the stall-onset parameters from Glas-
gow University �“GU paras”� and by the stall-onset parameters
derived from the data in Ref. �9� �“New paras”�. Clearly, these
two parameter sets are all acceptable. From this figure, it can be
seen that the new developed stall-onset indication performs well
for the whole range of reduced frequencies. This once again con-
firmed similar result and the explanations of Sheng et al. �24,25�.

5 Conclusions
A new method for extracting the onset parameters from oscil-

latory test data and a stall-onset indication with these parameters
are presented in this paper. The method yields good reconstruc-
tions for the data of the Glasgow database, and consistent predic-
tions for the public data. Recently, the method has been success-
fully used for extracting the stall-onset parameters for the NREL
airfoils, which have been tested at Ohio State University �30�.
From the discussion and analyses above, the following conclu-
sions can be made.

• Stall-onset angle, �ds, is independent of the mean angles of
oscillatory motion under deep stall conditions.

• For deep dynamic-stall condition, the equivalent reduced
pitch rate is a good representation of reduced pitch rate for
extracting the stall-onset parameters.

• The method for extracting the onset parameters of �ds0 and
T� from oscillatory tests provides much close results to
those from the ramp-up tests.
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Fig. 9 Comparisons of predictions and experimental results
for NACA 0012. „a… �=10 deg+10 deg sin �t, �=0.025, „b… �
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• The proposed method predicts the stall-onset angles for os-
cillatory motions of airfoils, regardless of stall conditions.

• The method has been further validated by limited public
data.
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Nomenclature
c 
 chord length, m

Cc 
 chordwise force coefficient
Cd 
 drag coefficient
Cm 
 pitching moment coefficient about 1

4 -chord axis
CN 
 normal force coefficient
Cp 
 pressure coefficient

r 
 reduced pitch rate �r= �̇c /2V�
r0 
 reduced pitch rate, which delimits dynamic

stall and quasisteady stall
req 
 equivalent reduced pitch rate of oscillating test

s 
 nondimensional time �s=2Vt /c�
T� 
 nondimensional time delay constant for angle

of attack during upstroke �onset parameter�
Tb 
 modification time constant of Niven et al.
Tp 
 Beddoes’s time lagging constant for normal

force
V 
 freestream velocity, m/s
� 
 angle of attack or incidence

�0 
 mean angle of oscillatory motion
�cr 
 critical stall-onset angle �reduced pitch rate

dependent�
�ds 
 dynamic stall-onset angle

�ds0 
 constant critical stall-onset angle
�min 
 angle of local minimum normal force during

downstroke
�ss 
 static stall angle
�0 
 amplitude of angle of attack of airfoil oscillat-

ing motion
� 
 reduced frequency ��=�c /2V�

�1, �2 
 linear fitting coefficients
� 
 circular frequency of oscillatory motions
� 
 a step change in a sampled system
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This study focuses on Nakayama and Kuwahara’s two-equation turbulence model and its
modifications, previously proposed for flows in porous media, on the basis of the volume
averaging theory. Nakayama and Kuwahara’s model is generalized so that it can be
applied to most complex turbulent flows such as cross flows in banks of cylinders and
packed beds, and longitudinal flows in channels, pipes, and rod bundles. For generali-
zation, we shall reexamine the extra production terms due to the presence of the porous
media, appearing in the transport equations of turbulence kinetic energy and its dissipa-
tion rate. In particular, we shall consider the mean flow kinetic energy balance within a
pore, so as to seek general expressions for these additional production terms, which are
valid for most kinds of porous media morphology. Thus, we establish the macroscopic
turbulence model, which does not require any prior microscopic numerical experiments
for the structure. Hence, for the given permeability and Forchheimer coefficient, the
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Introduction
Turbulent flows take place in complex geometrical configura-

tions such as in the core of nuclear reactor and in the engine
compartments of ground vehicles or aircrafts. However, even with
the most powerful computer available today, it is still impractical
to perform direct numerical simulation of the turbulent flows
within such complex geometrical configurations. An alternative
and practical approach may be to appeal to a macroscopic math-
ematical description designed for turbulent flows in porous media.

There are two different paths in the literature to derive macro-
scopic equations for turbulent flows in porous media. Antohe and
Lage �1� obtained a two-equation turbulence model applying the
Reynolds averaging operator to the volume-averaged macroscopic
equations, namely, Vafai and Tien’s equations �2�, whereas Na-
kayama and Kuwahara �3� chose to obtain a two-equation turbu-
lence model by spatially averaging the turbulence transport equa-
tions associated with the turbulence kinetic energy, following the
procedure taken by Masuoka and Takatsu �4� for their zero-
equation model. Pedras and de Lemos �5� showed that the two
approaches lead to two different definitions of macroscopic turbu-
lence kinetic energy. In particular, they presented that the defini-
tion of the macroscopic turbulence kinetic energy in the latter
approach, namely, applying the spatial averaging operator to the
Reynolds averaged equations, allows one to take account of the
turbulence within a pore, while that in the former approach does
not. Extensive discussions on this controversial issue on the two
different approaches are available in the literature �6,7�.

Within recent years, Nakayama and Kuwahara’s model �3� and

its modifications have been extensively used to investigate a va-
riety of turbulent flows, such as flows in a packed bed �8,9�,
suppressant flows in engine naccelle clutter �10�, longitudinal
flows in channels, pipes, and rod bundles �11�, flows through veg-
etable stacks �12�, flows through densely vegetated channels �13�,
and flows through a stratified porous medium �14�. This recent
record shows that the approach based on the spatial average of the
Reynolds average is preferred in most engineering applications.

These macroscopic turbulence transport equations involve ad-
ditional source terms, which quantify the extra production terms
for the turbulence kinetic energy and its dissipation rate due to the
presence of the porous media. The source terms vary in formula-
tion, as studied by Guo et al. �8�. They examined three different
expressions for the terms, namely, Nakayama and Kuwahara �3�,
Pedras and de Lemos �5�, and Takeda �15�, to study the gas flow
through a randomly packed bed and found that three models per-
form rather differently with Nakayama and Kuwahara’s model
giving the most reasonable eddy viscosity. In these models, how-
ever, the extra source terms are commonly formulated based on
numerical experiment results from two-dimensional periodic
structures. Even though reasonable success has been made for the
flows in a randomly packed bed with Nakayama and Kuwahara’s
model, a more general model, which does not require such a de-
tailed morphology, is in need for practical engineering applica-
tions.

In this paper, we shall focus on Nakayama and Kuwahara’s
two-equation turbulence model and its modifications and try to
generalize them for a universal use in most complex flows in
homogeneous porous media. For generalization, we shall re-
examine these extra production terms due to the presence of the
porous media, appearing in the transport equations of turbulence
kinetic energy and its dissipation rate, and seek general expres-
sions for these additional production and dissipation terms, valid
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for most kinds of porous media morphology. In particular, we
shall investigate the mean flow kinetic energy balance and model
these extra terms accordingly to establish the macroscopic turbu-
lence model, which does not require any prior numerical experi-
ments for the structure, and can be used for most kinds of porous
media morphology without detailed morphological information.

Volume-Averaged Equations
Along the lines of the approach proposed by Nakayama �16�

and Nakayama and Kuwahara �3�, we integrate the set of Rey-
nolds averaged equations, namely, the continuity and the Navier–
Stokes equations, along with the standard two-equation model of
turbulence, namely, the transport equations of turbulence kinetic
energy and its dissipation rate, over an elementary control volume
V, which is much larger than a microscopic �pore structure� char-
acteristic size but much smaller than a macroscopic characteristic
size. The resulting transport equations for macroscopic momen-
tum, turbulence kinetic energy, and its dissipation rate run as

��ui� f

�t
+

�

�xj
�uj� f�ūi� f

= −
1

�

�

�xi
��p̄� f +

2

3
� f�k� f� +

�

�xj
�2�� + �t��sij� f�

+
1

Vf
	

Aint


2�� + �t�sij −
p̄

�
�ij�njdA −

�

�xj
�uj�ui�� f �1�

��k� f

�t
+

�

�xj
�uj� f�k� f =

�

�xj

�� +

�t

�k
� ��k� f

�xj
− �ūj�k�� f�

+ 2�t�sij� f�sij� f − ��� f + 2�t�sij�sij��
f �2�

���� f

�t
+

�

�xj
�ūj� f��� f =

�

�xj

�� +

�t

��
� ���� f

�xj
− �ūj���� f�

+ �2c1�t�sij� f�sij� f − c2��� f�
��� f

�k� f

+ 2c1�t�sij�sij��
f ��� f

�k� f +
�

Vf
	

Aint

��

�xj
njdA

�3�
where the underlined terms need to be expressed in terms of de-
terminable variables. The mean strain tensor is given by

sij =
1

2
� �ūi

�xj
+

�ūj

�xi
� �4�

where the Reynolds stress −�ui�u�j is modeled according to the
effective viscosity formula. Moreover, the symbol

�a� f =
1

Vf
	

Vf

adV �5�

denotes the intrinsic average of a. For integrations, the spatial
averaging rules are exploited as follows:

�a1a2� f = �a1� f�a2� f + �a1�a2��
f �6�

� �a

�xj
 f

=
��a� f

�xj
+

1

Vf
	

Aint

anjdA �7�

where Aint is the total interface between the fluid and solid phases
while nj is the unit vector pointing normally outward from the
fluid to the solid side. In this section, the single prime is reserved
for the turbulence fluctuating quantities, whereas the double prime
is used to indicate the deviation from the intrinsic average, such
that

a� � a − �a� f �8�

The eddy diffusivity �t is expressed in terms of the intrinsically
averaged turbulence kinetic energy �k� f and its dissipation rate
��� f as

�t = cD
��k� f�2

��� f �9�

where cD=0.09 is the empirical constant.

Comparison of Turbulence Models
In the numerical study of turbulent flow through a periodic

array, Kuwahara et al. �17� concluded that Forchheimer-extended
Darcy’s law holds even in the turbulent flow regime in porous
media. The experimental data, provided by Fand et al. �18� and
the recent large eddy simulation �LES� study on a periodic porous
structure by Kuwahara et al. �19�, also support the validity of
Forchheimer-extended Darcy’s law. In Fig. 1, such LES results
obtained for cross flows through an array of rods are presented in
a dimensionless fashion against the Reynolds number ReD based
on Darcian velocity uD for the case of �=0.84, where the previ-
ous microscopic numerical results �17� based on the low Reynolds
number version of the k−� model are also plotted for comparison.

Thus, Nakayama and Kuwahara �3� introduced Forchheimer’s
modification for the last two terms on the right-hand side of Eq.
�1�, representing the intrinsic volume average of the total surface
force �acting onto the fluid inside the pore� and the inertial dis-
persion, respectively.

��ui� f

�t
+

�

�xj
�uj� f�ūi� f = −

1

�

�

�xi
��p̄� f +

2

3
� f�k� f�

+
�

�xj
�2�� + �t��sij� f�

− �� �

K
+ �b��uj� f�uj� f�1/2��ui� f �10�

where �, K, and b are the porosity, the permeability, and the
Forchheimer constant, respectively. The same modeling in the
momentum equation was adopted by Pedras and de Lemos �5�.
The dispersion terms such as −�ū j�k�� f in Eq. �2� and −�ū j���� f in
Eq. �3� may be modeled according to the gradient hypothesis, as
done in Nakayama and Kuwahara �3�. Therefore, in order to close
the set of macroscopic equations, we only need to express the
extra production terms due to the presence of the porous media,
appearing in Eqs. �2� and �3�, namely,

Sk � 2�t�sij�sij��
f �11�

and

Fig. 1 Effect of Reynolds number on macroscopic pressure
gradient
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S� � 2c1�t�sij�sij��
f ��� f

�k� f +
�

Vf
	

Aint

��

�xj
njdA �12�

in terms of the determinable volume-averaged variables.
The expressions proposed for these extra terms by Nakayama

and Kuwahara �3�, Pedras and de Lemos �5�, and Takeda �15� are
listed in Table 1. Both Nakayama and Kuwahara �3� and Pedras
and de Lemos �5� appealed to microscopic numerical calculations
within a unit structure of rod bundles to determine the constants
associated with these extra terms. The resulting expressions, how-
ever, are claimed to be valid for packed bed flows as well.

Guo et al. �8� chose a flow through a packed bed and carried out
numerical simulations using the three turbulence models to com-
pare the effective eddy diffusivity �t average over the cross sec-
tion of the packed bed. They found that the models of Takeda �15�
and Pedras and de Lemos �5� generate an eddy diffusivity one to
two orders of mangitude higher than the model of Nakayama and
Kuwahara �3�, which gives a reasonable order of magnitude as
compared with the empirical correlation established by Bey and
Eigenberger �20�. Guo et al. pointed out that the models of Takeda
�15� and Pedras and de Lemos �5� suffer from a deficiency in the
source terms, such that the two equations for the transport of
turbulence kinetic energy and its dissipation rate reduce to a single
equation far downstream. They also noted that with a fixed pore
Reynolds number, the effective eddy diffusivity based on Ref. �3�
is insensitive to the change in particle size, whereas the other two
models show strong dependency on it, namely, a lower eddy dif-
fusivity corresponding to a larger particle size. The dependency
on the particle size for a fixed pore Reynolds number contradicts
the fact that the ratio of the effective diffusivity to the molecular
diffusivity is only a function of porosity and pore Reynolds num-
ber, when the turbulence is controlled mainly by a local equilib-
rium between its production and dissipation within the voids, as in
the case of fully developed turbulent flow in homogeneous porous
media. The foregoing comparison suggests that a model capable
of predicting a reasonable eddy diffusivity must be compatible
with the energy budget prevailing within the voids. Thus, we shall
consider the mean flow kinetic energy balance within a pore, to
seek simple and yet general expressions for the extra source terms
for production and dissipation associated with the presence of
porous media.

General Expressions Based on Mean Flow Kinetic En-
ergy Balance

Appropriate characteristic time scales for the extra source terms
have been discussed extensively in recent publications. Pinson et
al. �14� modified the time scale based on their friction factor

model so as to modify Nakayama and Kuwahara’s model �3� for
the study of turbulent flow in a stratified medium. Their model is
capable of capturing the dynamic behavior of turbulence kinetic
energy. However, it requires a priori microscopic simulation to
determine the volume average wake dissipation in advance;
hence, its use may not be straightforward. On the other hand, in
order to avoid an overestimation of the dissipation of turbulence
kinetic energy, Chandesris et al. �11� chose the production time
scale proposed by Chen and Kim �21� and Guo et al. �9�, which
Nakayama and Kuwahara �3� also have indirectly chosen. We
shall follow them and adopt their production time scale.

The mean flow kinetic energy transport eqation �22� for clear
fluid flow through a pore may be given by

�

�t
�1

2
uiui� +

�

�xj
�uj�1

2
uiui +

2

3
k� − 2�� + �t�uisij�

= −
1

�
uj

�p̄

�xj
− 2�� + �t�sijsij �13�

The terms on the left-hand side of the foregoing equation repre-
sent spatial transport of mean flow kinetic energy uiui /2, as the
divergence theorem implies. Therefore, they cannot influence the
overall aspect of the mean flow kinetic energy balance. �Note that
they integrate to zero if the boundary is subject to the no-slip
condition, and also that they are negligibly small anyway for ho-
mogeneous porous media.� Hence, we have

�−
1

�
uj

�p̄

�xj
− 2�� + �t�sijsij f

� 0 �14�

This practice, namely, forcing the transport terms to be zero, is
often introduced in algebraic models of turbulence, so as to re-
move the need for empirical results for tuning unknown model
constants. Expanding the pressure work term and noting the no-
slip condition as

�−
1

�
uj

�p̄

�xj
 f

= �−
1

�

�ujp̄

�xj
 f

= −
1

�

��ujp̄� f

�xj
+

1

Vf
	

Aint

ujp̄dA

= −
1

�

��uj� f�p̄� f

�xj
−

1

�

��uj�p̄�� f

�xj
� −

1

�
�uj� f ��p̄� f

�xj

�15�
and

�2�� + �t�sijsij� f = 2�� + �t��sij� f�sij� f + 2�� + �t��sij�sij� � f

� 2�t�sij�sij� � f �16�

Note that ��uj�p̄�� f /�xj =0 for homogenous porous media and

Table 1 Expressions for extra production terms

Sk S�

Nakayama and
Kuwahara �1999� Sk=39�2�1−��5/2

��ūj� f�ūj� f�3/2

d
where d is the particle diameter

S�=c2

Sk
2

3.7�3/2�1−����ūj� f�ūj� f�

=411c2�5/2�1−��4
��ūj� f�ūj� f�2

d2

Pedras and de Lemos
�2001� Sk=0.28�

�k� f��ūj� f�ūj� f�1/2

�K
where K is the permeability

S�=0.28c2�
��� f��ūj� f�ūj� f�1/2

�K

Takeda �1994�
Sk=0.0413

R0

�
��ūj� f�ūj� f�2

where R0 is the resistance
coefficient

S�=0.0413c2
R0

�

��� f�ūj� f�ūj� f

�k� f

cD=0.09, c1=1.44, c2=1.92, �k=1.00, ��=1.30
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�sij� f�sij� f � �sij�sij� � f for macroscopically fully developed flows in
homogeneous porous media. Hence, we may estimate the extra
source terms for production and dissipation due to the presence of
porous media, using Forchheimer-extended Darcy’s law as

Sk � 2�t�sij�sij� � f � −
1

�
�ūj� f ��p̄� f

�xj

� �� �

K
+ �b��ui� f�ui� f�1/2��ūj� f�ūj� f � �2b��uj� f�uj� f�3/2

�17�
and

S� � c12�t�sij�sij��
f ��� f

�k� f +
�

Vf
	

Aint

��

�xj
njdA � c2

�2�t�sij�sij��
f�2

�k� f

� c2�2b�cD�

2K
��uj� f�uj� f�2 �18�

where we exploited the relation

−
1

�

��p̄� f

�xj
� �2b�ūj� f�ūj� f � 4

��� f

�dh
� 4

cD
1/2�k� f

�32K/�
�19�

noting K=32� /dh, as will be presented by Eq. �29� for channel
and pipe flows and the Townsend approximation �23� � /�
=cD

1/2k. Note that we have chosen the production time scale
�k� f /Sk rather than the decay time scale �k� f / ��� f for the foregoing
extra source terms.

Thus, the final set of the turbulence transport equations runs as

��k� f

�t
+

�

�xj
�uj� f�k� f =

�

�xj
��� +

�t

�k
��ij +

�kdis�ij

Lek��cp
� ��k� f

�xj

+ 2�t�sij� f�sij� f − ��� f + �2b��uj� f�uj� f�3/2

�20�
and

���� f

�t
+

�

�xj
�ūj� f��� f =

�

�xj
��� +

�t

��
��ij +

�kdis�ij

Le���cp
� ���� f

�xj

+ �2c1�t�sij� f�sij� f − c2��� f�
��� f

�k� f

+ c2�2b�cD�

2K
��uj� f�uj� f�2 �21�

where Lek and Le� are the Lewis numbers for mechanical disper-
sion, which are believed to be close to unity. The empirical and
theoretical expressions for thermal dispersion tensor �kdis�tj may
be found elsewhere �24,25�. The resulting turbulence model is so
general that it can be used for most kinds of porous media mor-
phology, since it only requires the permeability K and the Forche-
imer constant b, which can easily be determined from the pressure
drop measurements.

Turbulent Flow in a Packed Bed
For the case of packed bed, the permeability K and the Forch-

heimer constant b may be given by the empirical Ergun equation
�26�:

K =
�3

150�1 − ��2d2 �22�

and

b =
1.75�1 − ��

�3d
�23�

Substituting the foregoing expressions in the extra production
terms, we have

Sk = �2b��uj� f�uj� f�3/2 =
1.75�1 − ��

�

��uj� f�uj� f�3/2

d
�24�

and

S� = c2�2b�cD�

2K
��uj� f�uj� f�2 = 4.55c2�1 − �

�
�2 ��uj� f�uj� f�2

d2

�25�

The resulting Eqs. �20� and �21� are consistent with Nakayama
and Kuwahara’s expressions �3�, as listed in Table 1. In particular,
the source terms Sk and S� given by Eqs. �24� and �25� conform to
those of Nakayama and Kuwahara �3� with the coefficients �2b
=1.75�1−�� /�d and c2�2b�cD� /2K=4.55c2�1−��2 /�2d2 corre-
sponding to 39�2�1−��5/2 /d and 411c2�5/2�1−��4 /d2, respec-
tively, in their expressions. This could be partly the reason why
their model gave the most reasonable eddy diffusivity for packed
bed flows.

The present expressions for Skd / ��uj� f�uj� f�3/2=1.75�1−�� /�

and S�d2 /c2��uj� f�uj� f�2=4.55�1−��2 /�2 are compared in Figs. 2
and 3, respectively, against Nakayama and Kuwahara’s expres-
sions �3� based on microscopic numerical results from periodic
structures for a wide porosity range 0.4���0.8. Despite the
difference in functional appearances, the two sets of the expres-
sions give values close to one another particularly in the range
0.5���0.8.

For the case of unidirectional flow without macroscopic mean
shear, Eqs. �20� and �21� far downstream readily give

��� f = �2b��ū� f�3 =
1.75�1 − ��

�

��ū� f�3

d
�26�

and

Fig. 2 Comparison of the model coefficients associated with
Sk

Fig. 3 Comparison of the model coefficients associated with
Sε
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�k� f = �2b� 2K

cD�
��ū� f�2 = 1.75� 2

150cD
��ū� f�2 = 0.673��ū� f�2

�27�
Hence,

�t

�
= cD

�k�2

����
= 0.0233

�

1 − �
� �ū� fd

�
� �28�

It is interesting to note that, for homogeneous porous media, the
ratio of the limiting value of the volume-averaged kinetic energy
to the square of the intrinsically volume-averaged velocity is con-
stant irrespective of the porosity. This constancy is confirmed in
Fig. 4 in which the numerical results obtained by Nakayama and
Kuwahara �3� for two-dimensional periodical structures appear to
stay nearly at the level indicated by Eq. �27� over a wide range of
porosity.

In Fig. 5, the effective eddy kinematic viscosity, as given by Eq.
�28�, is compared against the empirical correlation established by
Bey and Eigenberger �20� and also the results obtained by Guo et
al. �8� using the Nakayama and Kuwahara model in which the
porosity for the packed bed is assumed to be �=0.4. Guo et al. �8�
carried out the computations using Pedras and de Lemos �5� and
Takeda �15� and found that their effective viscosities are one to
two orders of mangitude higher than the model of the empirical
correlation and concluded that Nakayama and Kuwahara’s model
gives most reasonable effective viscosity. Although the present
model and the Nakayama and Kuwahara model perform better
than the other two models, a substantial difference still exists be-
tween the present prediction and the empirical correlation pro-
posed by Bey and Eigenberger. Guo et al. �9� listed several rea-
sons associated with experimental uncertainties. Even though
experimental error may not be negligible, there is certainly a fur-
ther need for experimetal and theoretical work to improve the
macroscopic models.

Nakayama and Kuwahara �3� carried out microscopic compu-
tations using the standard two-equation turbulence model for the
case of turbulent flow through an array of rods with the Reynolds
number based on the Darcian velocity the and length of structural

unit uDH /�=105, the porosity �=0.75, and the inlet values of
turbulence quantities �k� f /uD

2=10 and ��� f =30uD
3 /H. The micro-

scopic results were integrated over a unit to obtain the volume-
averaged turbulence quantities, which were then compared with
those based on their macroscopic model. In Figs. 6�a� and 6�b�,
these two sets of the results for turbulence kinetic energy and its
dissipation rate are compared against the macroscopic results ob-
tained using the present macroscopic model, namely, Eqs. �20�
and �21�. Excellent agreement is seen among the three sets of the
results.

Turbulent Flow in Channels and Pipes
We shall adapt this general model to longitudinal turbulent

flows in channels, pipes, and rod bundles such as found in nuclear
power circuits and core. For the case of longitudinal flows in
channels, pipes, and rod bundles, the permeability K and the
Forchheimer constant b may be set according to the Hargen–
Poiseuille flow solution and the Blasius friction law, namely,

K =
�

32
dh

2 �29�

such that

−
1

�

��p̄� f

�xj
� �

�

K
�u� f = �

32

dh
�u� f �30�

and

b =
	 f

2dh�2 =
0.3164

2dh� �ū� fdh

�
�1/4

�2

�31�

such that

Fig. 4 Turbulence kinetic energy in a packed bed

Fig. 5 Effective viscosity in a packed bed

(a)

(b) Dissipation rate of turbulence kinetic energy(b)

Fig. 6 Decay of turbulence in flow through an array of rods:
„a… turbulence kinetic energy and „b… dissipation rate of turbu-
lence kinetic energy
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−
1

�

��p̄� f

�xj
� �2b��u� f�2 =

	 f

2dh
��u� f�2 �32�

where dh is the hydraulic diameter of the passage under consider-
ation and 	 f �−�2dh /���ū� f�2��d�p̄� f /dx� is the Moody friction
factor.

For the case of longitudinal flow without macroscopic mean
shear such as found in the case of channel, pipe, and rod bundle
flows, Eqs. �20� and �21� far downstream readily give

��� f = �2b��ū� f�3 =
	 f

2dh
��ū� f�3 =

0.158

� �ū� fdh

�
�1/4

��ū� f�3

dh
�33�

and

�k� f = �2b� 2K

cD�
��ū� f�2 =

	 f

8�cD

��ū� f�2 =
0.132

� �ū� fdh

�
�1/4 ��ū� f�2

�34�
Hence,

�t

�
= cD

�k�2

����
=

	 f

32
� �ū� fdh

�
� = 0.00990� �ū� fdh

�
�3/4

�35�

The limiting values of the turbulence kinetic energy obtained
for the fully developed channel and pipe flows are plotted in Fig.
7 in terms of the dimensionless form �k� f��ū� fdh /��1/6 / ��ū� f�2

along with the experimental data of Comte-Bellot �27� and Perry
et al. �28�. A reasonably good agreement is seen among the values
in the figure. Furthermore, it is interesting to note that the present
model estimates the value ck= ���� fdh� / �4�k� f�ū� f� �focused by

Chandesris et al. �11�� to be ck=�cD=0.3 irrespective of the Rey-
nolds number. The constancy of ck is clearly confirmed in Fig. 8,

which presents the numerical results for channels and pipe flows,
obtained by Chandesris et al. �11� using a modified version of
Nakayama and Kuwahara’s turbulence model.

Chandesris et al. �11� studied the decay of turbulence inside a
stratified medium made by plane channels from both microscopic
and macroscopic views. Their macroscopic turbulence model uses
the kinetic energy balance, an estimation of the direct viscous
dissipation and an ad hoc length scale. The volume-averaged tur-
bulence quantities such as turbulence kinetic energy and its dissi-
pation rate obtained by them for the case of �ū� f dh /�=105 are
plotted in Figs. 9�a� and 9�b� along with the macroscopic results
obtained by solving Eqs. �20� and �21� and for a uniform unidi-
rectional flow without mean shear with �k� f =10�k� f


 and ��� f

=15��� f

, where �k� f


 and ��� f
 are the fully developed values of
turbulence kinetic energy and its dissipation rate. A good agree-
ment among the three sets of the results gives strong support to
the present general turbulence model.

Conclusions
Nakayama and Kuwahara’s two-equation turbulence model pre-

viously introduced for turbulent flows in porous media has been
generalized to treat most kinds of complex turbulent flows in ho-
mogeneous porous media. In order to generalize the model, the
extra production terms due to the presence of the porous media,
appearing in the transport equations of turbulence kinetic energy
and its dissipation rate, were re-examined in consideration of the
mean flow kinetic energy balance. The resulting turbulence model
is so versatile that it can be used to attack cross flows in banks of
cylinders and packed beds, and longitudinal flows in channels,
pipes, and rod bundles. The model does not require any prior
numerical experiments for the structure. Preliminary examination
of the model made for the cases of packed bed flows and longi-
tudinal flows through pipes and channels reveals that, for a given
permeability and Forchheimer coefficient, it can be used for most
kinds of porous media morphology without detailed morphologi-
cal information.

Fig. 7 Effect of Reynolds number on turbulence kinetic energy
in channel and pipe flows

Fig. 8 Effect of Reynolds number on ck= „Šε‹fdh… / „4Šk‹f
Šū‹f

… in
channel and pipe flows

Fig. 9 Decay of turbulence in flow through a stratified medium
made by channels; „a… turbulence kinetic energy and „b… dissi-
pation rate of turbulence kinetic energy
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Nomenclature
A � surface area

Aint � total interface between the fluid and solid
b � Forchheimer constant

c1 ,c2 ,cD � turbulence model constants
d � particle diameter

dh � hydraulic diameter
k � turbulence kinetic energy
K � permeability

Le � Lewis number
p � pressure

Re � Reynolds number
ui � velocity vector
xi � Cartesian coordinates
� � dispassion rate of turbulence kinetic energy

	 f � friction factor
� � kinematic viscosity
�t � eddy diffusivity

�k ,�� � effective Prandtl number
� � shear stress
� � density
� � porosity

Special Symbols
ā � ensemble mean

a� � turbulent fluctuation
a� � deviation from intrinsic average

�a� f � intrinsic average

Subscripts and Superscripts
dis � dispersion

f � fluid
tor � tortuosity
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The results of an experimental investigation of the energy separation performance of a
microscale Ranque–Hilsch vortex tube are presented. The supply channel Reynolds num-
ber of a microscale Ranque–Hilsch vortex tube is varied over a considerable range,
which extends into the laminar flow regime in order to determine the minimum conditions
for cooling. Experiments are conducted for a fixed geometry and control valve setting. At
low Reynolds numbers based on the inlet tube hydraulic diameter and average velocity,
the results exhibit an increase in dimensionless temperature in both the hot and cold
outlets as the Reynolds number is increased from zero, reaching maximum values below
500 and 1000, respectively. The hot outlet dimensionless temperature decreases after
reaching its maximum and achieves a minimum value at a Reynolds number below 1500.
It then increases steadily with further increases in Reynolds number. The cold outlet
dimensionless temperature decreases steadily after the maximum to become negative at a
Reynolds number of approximately 1800. This implies that the cooling effect occurs at
Reynolds numbers consistent with turbulent flow. The performance characteristics of the
microscale vortex tube operating at higher inlet pressures of 200 kPa, 300 kPa, and
400 kPa with an average inlet temperature of 293.6 K are also presented for cold air
mass ratio values over the range of 0.05–0.95. An increase in the inlet pressure causes
the values of the dimensionless cold temperature difference to increase over the whole
range of the cold air mass fraction. An unstable operation is observed at a length to
diameter ratio of approximately 10, causing radial mixing between the cold and hot flow
streams and a dramatic change in the cold mass flow fraction plot.
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1 Introduction
The development of new microfabrication techniques has led to

a resurgence of research in microfluidic devices. The devices that
have received much attention in the literature include pumps,
valves, flow sensors, and heat exchangers �1�. The performance of
microscale Ranque–Hilsch tubes, nonmoving part pneumatic de-
vices that separate cold fluid from hot fluid for the purpose of
cooling, has not received much attention. Traditionally, the vortex
tube has been used in many low temperature applications where
efficiency is not the most important factor. For example, the vor-
tex tube has been used to cool parts of machines, dehumidify gas
samples, cool electronic control enclosures, chill environmental
chambers, and test temperature sensors. A microscale Ranque–
Hilsch tube in combination with a microfluidic pump has potential
application in the cooling of electronic chips.

The phenomenon of temperature separation occurring inside a
cylindrical tube was reported for the first time by a French physi-
cist by the name of Ranque �2�, who applied for a U.S. patent and
subsequently presented a paper to the French Society of Physics
�3�. The discovery was further advanced by Hilsch in 1947 �4�,
who published some constructional details of the vortex tube
along with the performance curves of the device for different tube
diameters at various operating conditions. The vortex tube is a
very simple device without moving parts �i.e., diaphragm, pistons,
shafts, etc.�, as shown in Fig. 1. In this arrangement a stream of a

compressed gas �usually air� is injected tangentially into the vor-
tex tube, which has a diameter D, using one or more nozzles
symmetrically located around the tube. The injected flow acceler-
ates at the entrance, establishing a strong swirl flow, which causes
a region of increased pressure near the wall and a region of de-
creased pressure near the axis.

The presence of an end wall alongside the inlet nozzles forces
some of the injected gas to flow axially in a helical motion toward
the far end of the tube �the hot end� where a control valve is
located. In the usual operation of this device, the flow through the
hot end is restricted by partially closing the control valve. This
causes even the low pressure at the center of the tube to be higher
than atmospheric, and hence flow exits the central orifice in the
end wall. This also causes some of the flow that had been directed
to the far end of the tube to reverse direction along the center of
the tube and also to leave the tube through the central orifice. The
gas escaping near the tube wall at the far end of the inlet nozzles
has a higher stagnation temperature than the incoming gas, and
the gas exiting through the central orifice has a lower stagnation
temperature than the inlet gas.

A very low temperature can be obtained from the cold end by
operating the device at a supply pressure of a few atmospheres.
For example, Hilsch �4� operated a 9.6 mm diameter tube using
compressed air at an inlet pressure of approximately 600 kPa and
an inlet temperature of 293 K to produce a cold temperature, Tc,
of 245 K. The temperatures of the hot and the cold stream are
varied by properly changing the cold mass ratio, ṁc / ṁo, which
can be entirely regulated through the control valve located at the
hot exit.
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2 Literature Review
The most recent review of the literature related to the Ranque–

Hilsch tube is given in the thesis of Gao �5�. Previous reviews
�6–8� reveal hundreds of papers dealing with this topic. Only
those papers pertinent to this study will be mentioned in the fol-
lowing. In spite of the large volume of research that has been
devoted to this subject over the years, there is still a disagreement
regarding the mechanism that accounts for the operation of this
device. Although it has been shown that energy separation can
theoretically occur in laminar flow �9,10�, most explanations in-
volve turbulent fluctuations �11�. Bruun �12� and Hinze �13� ex-
plained the mechanism of the energy separation as mainly being
caused by the adiabatic contraction and expansion of turbulent
eddies in a centrifugal pressure field. The turbulent fluid parcels
achieve temperatures different from that of their new surrounding,
hence transferring heat from the low temperature regions to the
high temperature regions. Kurosaka �14� gave an acoustic stream-
ing explanation, while others claimed that the operation is based
on secondary flows and a thermodynamic refrigeration cycle �15�.

The only study that was specifically directed toward microscale
vortex tube devices was that of Dyskin and Kramarenko �16�.
They reported experimentally determined performance character-
istics �adiabatic efficiency� for vortex tubes operating with a pres-
sure ratio of 6 with diameters of 1 mm, 2 mm, and 3 mm. The
corresponding mass flow rates were 14.3�10−5 kg /s, 40.0
�10−5 kg /s, and 94.0�10−5 kg /s, respectively. Although details
of the geometry are not given, an estimate of the inlet Reynolds
numbers used for these cases yields values greater than 6000. It
was, however, noted that the cooling effect decreased with de-
creasing flow rate. This is consistent with the speculation of Negm
et al. �17� that the cooling effect should decrease with decreasing
Reynolds number.

The objective of the current work is to experimentally investi-
gate the characteristics of a vortex tube at supply channel Rey-
nolds numbers that extend from the laminar into the turbulent flow
regime in order to determine the minimum operating conditions of
these devices for cooling applications. The performance of the
microscale vortex tube over a wide range of possible cold air mass
ratios for higher inlet pressure values of 200 kPa, 300 kPa, and
400 kPa is also determined. In addition, the effect of tube length
and cold outlet orifice size on the performance characteristic of
microscale vortex tubes is determined.

3 Experimental Facility
A 2 mm diameter vortex tube was manufactured at the Univer-

sity of Windsor from pieces of Plexiglas and aluminum using a
multiple layered fabrication technique. This allowed accurate ma-
chining of the inlet slots, the cold outlet orifice, and the hot flow
control valve. The Plexiglas layers were sandwiched between two
aluminum end pieces, which represent the hot and the cold end of
the vortex tube, as shown in Fig. 2. Four bolts and nuts were used
to tighten the different pieces of the vortex tube running through
longitudinal holes at the corners of each piece. Two stainless steel
guide pins were used to align the multiple layers forming the
vortex tube.

Different tube lengths are achieved by using extension pieces of
different thicknesses. The thicknesses of the extension pieces are

5 mm, 10 mm, and 20 mm and allow variation in the tube length
in the range of 20–100 mm, which gives L /D values in the range
of 10–50. Three different sizes of the cold orifice diameter are
used in this research to investigate its effect on the vortex tube
performance. These sizes are 0.5 mm, 0.8 mm, and 1.1 mm and
give dc /D ratios of 0.25, 0.40, and 0.55, respectively. The cold
orifice piece forms one end of the vortex tube, while the control
valve forms the other end of the vortex tube.

Since the scope of this research is to investigate the vortex
effect at supply channel Reynolds numbers that extend from the
laminar into the turbulent flow regime, the supply air slots are
designed to be very small to ensure a laminar flow in that region
at low values of supply pressure. The hydraulic diameter of the
supply channel is 229 �m. This gives a ratio of the nozzle area,
An, to the tube area, Ad, of 0.15. This ratio is more than 25% larger
than that suggested by Soni and Thompson �18� to obtain a maxi-
mum cold temperature drop, �Tc. The main inlet nozzle section is
machined from one piece of Plexiglas material having a square
cross-sectional area of 30�30 mm with a 20 mm thickness. As
depicted in Fig. 3, the inlet connection for the compressed air line
�1� is attached to the body of this section of the vortex tube. A
4�3 mm channel �3� is connected to the inlet nozzle �1� through
a longitudinal hole �2�. The channel �3� is provided to act as a
pressurized manifold so that the flow enters the inlet slots �4� at a
pressure and a temperature very close to those measured at the
inlet nozzle �1�. The vortex is formed by four inlet slots �4� that
are symmetrically located around the 2 mm tube diameter �5�. The
inlet slots �4� are 382 �m in width and 164 �m in height each.

As indicated in Fig. 4, filtered and dehumidified compressed air
passes through a control valve �1�, a 5 �m air filter �2�, and a
pressure-regulating valve �3� before entering the vortex tube. A
manometer �4� is used to measure the low supply pressures, which
range from 2 kPa to 17.5 kPa with an uncertainty of �0.01 kPa.
For the supply pressures within the range of 18–82 kPa, a Bour-
don pressure gage with an uncertainty of �1.7 kPa is used, and
for pressures of 200 kPa, 300 kPa, and 400 kPa, a higher range
Bourdon pressure gage having an uncertainty of �3.4 kPa is used.
The temperatures of the inlet, cold, and hot air are measured using
type T thermocouple probes located at �5�, �8�, and �11� respec-

Fig. 1 Vortex tube schematic drawing

Fig. 2 Expanded view of the microscale vortex tube
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tively. The compressed air is injected into the vortex tube through
the manifold �6� and the inlet slot �7�. The cold outlet exit pres-
sure, Pc, and hot outlet exit pressure, Ph, are measured using
digital manometers �9� and �12� with an uncertainty of 0.01 kPa.

The volumetric flow rate of air, Q̇, exiting the cold and hot open-
ings is measured using separate rotameters, �10� and �13�. The
rotameters are calibrated while connected to the apparatus, as
shown in the experimental setup presented in Fig. 4, so that both
are subjected to the same working pressures as encountered in the
experiment to avoid the need for corrections.

Atmospheric pressure and temperature are measured to an un-
certainty of �0.7 kPa and �0.5 K respectively. Assuming an
ideal gas, the densities of the hot and cold gases are calculated
using the equation of state. Using the uncertainty values men-
tioned above gives an uncertainty in air density of �2.3
�10−3 kg /m3.

The individual mass flow rates leaving the cold and hot ends
are determined, knowing the measured values of the volume flow
rate and the associated densities calculated using the perfect gas
law and the measured temperature and pressure. The total flow
rate entering the apparatus is obtained by the summation of the
cold flow with the hot mass flow rate values to determine the cold
air mass ratio, yc, which is defined as

yc =
cold gas mass flow rate

total inlet gas mass flow rate
�1�

The uncertainty in the cold air mass ratio depends on the values of
the mass flow rate. However, they are all within the range of
�0.018 to �0.13. The inlet Reynolds number is also calculated
using

Re =
ṁdn

4A�
�2�

where ṁ is the mass flow entering the vortex tube through one
slot, dn is the equivalent diameter of that inlet slot, equal to
229 �m, and A is the cross-sectional area of one of the inlet slots,
found to be 6.25�10−8 m2. The viscosity of the inlet air, �, is
taken to be 1.82�10−5 kg /m s. This results in an uncertainty in
Re that is within the range of �73 to �196.

At the low values of operating pressure used in the experi-
ments, the adjustment of the cold air mass ratio using the control
valve placed at the hot end significantly altered the exit pressures
of the cold and hot exit tubes due to the resistance of the rotame-
ters. Each is altered by a different amount, which effectively cre-
ated a different exit pressure in each case. To avoid this problem,
the flow of the cold or the hot air stream is restricted with a flow

Fig. 3 Nozzle section of the vortex tube. „Left… Front view of the inlet nozzle
section. „Right… Perspective view showing the details of the inlet nozzles.

Fig. 4 Experimental test facility
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restriction device in such a manner that the pressures of the cold
and hot air exit flows are approximately kept equal. The method
of Kline and McClintock �19� is used to determine the propaga-
tion of uncertainties in the above calculations. Further details of
the test facility may be found in the thesis of Hamoudi �20�.

4 Experimental Methodology
Two types of experimental tests are conducted in this study to

investigate the characteristics of the microscale vortex tube. These
are referred to as the low pressure tests and the high pressure tests.
Each test is conducted at a different tube length, L, orifice diam-
eter, dc and inlet pressure, Po. A set of nine combinations of vor-
tex tube geometrical parameters consisting of three different L /D
ratios �10, 30, and 50� with three different dc /D ratios �0.25, 0.4,
and 0.55� forms the geometry of the devices under investigation.

In the low pressure tests, the performance characteristics of the
microscale vortex tubes are determined at low supply pressure and
fixed geometry. This means that the control valve is arbitrarily
opened to a certain setting and is kept constant throughout the
entire set of tests as the supply pressure and, hence, the Reynolds
number is varied. The supply pressures range from approximately
2.5 kPa to 82 kPa, giving a Reynolds number range of 500–4500.
The measured cold and hot air dimensionless temperatures of the
air leaving the vortex tube are determined using the expressions
�Tc−To� /To and �Th−To� /To, where Tc, Th, and To are the cold
outlet, hot outlet, and inlet temperatures, respectively. These pa-
rameters are chosen to eliminate the effect of the inlet air tempera-
ture. The uncertainty in both the dimensionless cold and hot tem-
peratures is found to be approximately �0.0019.

The high pressure tests are conducted using the same tube geo-
metrical combinations as in the low pressure tests. In this case,
however, the performance characteristics of the microscale vortex
tube at higher inlet pressures and at different cold air mass ratios
are determined. The supply pressure values are 200 kPa, 300 kPa,
and 400 kPa, and the value of yc is varied from approximately
0.05 to 0.95 by adjusting the control valve at the hot end.

5 Results
The results are best discussed under the headings of low pres-

sure performance tests, high pressure performance tests, and the
effect of geometry. Each of these are considered separately in the
following paragraphs.

5.1 Results of Low Pressure Performance Tests. For the
working pressures used in this experiment, the cold and hot exit
air velocities are found to be in the ranges of 0.15–1.84 m /s and
0.14–1.08 m /s respectively. The maximum dynamic temperatures
calculated for both cold and hot temperatures are found to be
1.7�10−3 K and 5.8�10−4 K, respectively and are hence negli-

gible. The total and static temperatures are therefore essentially
equal.

The plots of dimensionless cold and hot air temperatures as a
function of the inlet Reynolds number for L /D=10 and 50 are
presented in Figs. 5�a� and 5�b�, respectively. The uncertainties in
these figures and the remaining figures are indicated by the error
bars unless they are within the size of the symbol. The minimum
total flow rate has a value of 9.72�10−6 kg /s, which results in a
Reynolds number of approximately 500. It can be seen that at this
low Reynolds number, both hot and cold exit temperatures are
higher than the inlet temperature. The trend of the curves at Rey-
nolds numbers below 500 is estimated, as shown in the dashed
line, as it is known that all temperatures must be equal for the case
of no flow. At these low Reynolds numbers, the vortex motion is
not likely well established and the effect of the viscous term is the
dominating factor. Viscous dissipation, hence, causes the increase
in the temperatures of both outlet streams. In the case of the hot
outlet, the dimensionless temperature decreases after reaching its
maximum at a Reynolds number of about 500 after which it
achieves a minimum value at a Reynolds number of approxi-
mately 1500. The curve then increases steadily with a further in-
crease in Reynolds number. The cold outlet dimensionless tem-
perature decreases steadily after reaching the maximum at a
Reynolds number of about 800 to become negative at Reynolds
numbers over 1800. In the cases of both hot and cold flows, the
trend of increasing temperatures with Reynolds number is re-
versed at a Reynolds number of approximately 500 for the hot
flow and 800 for the cold flow. These are roughly consistent with
the critical Reynolds number estimated for tubes with a length
shorter than that required for fully developed flow, which is com-
mon in micro-fluidic devices �1�. It is speculated that the reversal
of temperature increase is due to the initiation of turbulence either
in the supply nozzle or in the jet that forms in the vortex chamber
just downstream of the supply nozzle and to the mechanisms of
energy transfer that are associated with the turbulence that have
been reported in the literature �12,13�.

The crossover Reynolds number and the curve trends are ap-
proximately the same for L /D=10 and 50, and the values are
within the data uncertainty. Similar results �not shown� were
found for L /D=30. It can be concluded that the inlet nozzle ge-
ometry is the most important factor as it affects the Reynolds
number. It should be recalled that this part of the test is conducted
at an arbitrary fixed hot control valve opening.

One might expect that the cold air mass fraction for such a case
would remain the same if the resistance to flow out of the cold and
hot ends is constant. As indicated in Fig. 6, for Reynolds numbers
below approximately 2000, the value of the cold air mass fraction
decreases with an increase in the Reynolds number due to flow
resistance changes. It remains almost constant for Reynolds num-

Fig. 5 Temperature separation at low Reynolds numbers for L /D=10 and 50
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ber values above 2000. This general trend is similar to that of
other fluid mechanic quantities such as drag coefficient and fric-
tion factor.

For smaller orifice diameter and hence smaller dc /D ratio, the
cold air mass fraction is decreased. This is likely due to the in-
crease in the resistance in the cold flow. The cold air mass fraction
is also reduced with higher values of the L /D ratio. This variation
is not as obvious as in the case of dc /D. An increase in the L /D
value changes the internal flow pattern, allowing the cold air to
travel toward the hot end before reversing direction and passing
through the cold exit. This increased cold flow path causes larger
resistance. The change in the inlet Reynolds number with increas-
ing supply pressure is shown in Fig. 7. This reflects the total
resistance of the flow through both hot and cold air outlets. In
general, for the same inlet pressure, there was a slight shift to the
right of the curve in the Reynolds number as the dc /D increases.
This is as expected since decreasing dc has the effect of increasing
the total resistance. It would be expected that increasing the L /D
ratio would also increase the pressure required for any Reynolds
number. For the shortest L /D ratio, a higher pressure is, however,
required to achieve the same Reynolds number value obtained for
the longer L /D ratio. This anomaly may be due to the pressure
fluctuation observed for this case and mentioned later.

5.2 Results of High Pressure Performance Tests. The di-
mensionless hot and cold temperatures are plotted as functions of
the cold air mass ratio, with the inlet pressure as a parameter in
Figs. 8�a� and 8�b� for the smallest L /D ratio of 10. The cold flow

dimensionless temperature is represented by the lower curves,
while the upper curves are for the hot flow dimensionless tem-
perature. The symbols in these particular curves represent data
points collected at different cold air mass ratios and different inlet
pressures, and the lines are interpolating splines.

In Fig. 8�a�, for an inlet pressure of 400 kPa, when the value of
yc is increased, the temperature of the cold flow drops until it
reaches its lowest value at yc=0.22. With a slight increase in yc, a
rather sharp increase in the cold flow temperature is observed. The
increase is less obvious for the 300 kpa and 200 kPa inlet pressure
cases. It is noticed that the hot flow temperature experiences an
abrupt drop at approximately the same value of yc. The drastic
changes are also associated with a noticeable increase in fluctua-
tions in the measured pressures and flow rates of the cold and hot
streams under these conditions. It is believed that a flow instabil-
ity phenomenon is responsible for this occurrence, which causes
radial mixing between the cold and hot temperature flows. The
instability needs further investigation for a proper explanation.
This phenomenon is only observed with the shortest tube length,
which has a L /D equal to 10. By further increasing the value of
yc, the cold flow dimensionless temperature increases and ap-
proaches zero as yc approaches 1. For the same L /D=10 but with
a larger dc /D ratio, the instability phenomenon and hence the
radial mixing between the hot and cold flows still exist for higher
inlet pressures as shown in Fig. 8�b�.

The results obtained for larger L /D ratios as indicated in Figs.
8�c�–8�f� show a smooth variation in the cold and hot flow tem-
peratures for different inlet pressures and different values of yc.
No sharp increases in the cold flow temperature are observed. As
a general observation, an increase in the inlet pressure is seen to
cause the values of the dimensionless cold temperature difference
to increase over the whole range of the cold air mass fraction.
Furthermore, it is found that the cold air mass ratio corresponding
to the lowest cold air stream temperature decreases with the in-
creasing supply of pressure for a similar tube geometry.

For dc /D=0.25, the yc value for the minimum cold flow tem-
perature is found to be in the range of 0.2–0.4. This value of yc is
different from the values for conventional devices �approximately
0.3� and appears to be related to the relative size of the inlet
nozzle hydraulic diameter to the size of the orifice diameter used.
Similarly, the maximum hot air temperatures are seen to have cold
mass ratio values different from those of the conventional devices.

5.3 Effect of Tube Geometry. In this section only the tem-
perature drop is considered as these devices have their primary
application in cooling. Two aspects of the geometry are consid-
ered: the cold orifice diameter and the tube length.

Figure 9 shows the optimum dimensionless cold temperature

Fig. 6 Variation in the cold air mass ratio with Reynolds number for L /D=10 and 50

Fig. 7 Inlet pressure as a function of Reynolds number
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Fig. 8 Vortex tube performance for L /D=10, 30, and 50; dc /D=0.25 and 0.55 for different inlet
pressures

Fig. 9 Optimum conditions versus the dimensionless orifice diameter for L /D=10 and 50
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performance of the microscale vortex tube for different sizes of
the orifice diameter for L /D=10 and 50. In all cases, the dimen-
sionless cold temperature decreases with increasing dc /D ratio
reaching constant values at dc /D in the range of 0.5–0.55. All the
results regarding the orifice diameter are in good agreement with
the conventional vortex tube �6,21�.

The effects of the L /D ratios on the optimum dimensionless
cold temperature are shown in Fig. 10. It can be generally ob-
served that the maximum L /D ratio of 50 gives the maximum
cold temperature drop. Although the curves do not indicate a
mathematical optimum tube length, by looking at the trend of the
curves, it can be inferred that increasing the L /D ratio beyond 50
will not be of great advantage. The results of the L /D value ob-
tained are in close agreement with those reported by Dyskin and
Kramarenko �16�, who also conducted their experiment on a mi-
croscale vortex tube.

6 Conclusions
The performance characteristics of a microscale vortex tube are

presented over a wide range of working pressures, different cold
air mass ratios, different vortex tube lengths, and orifice diam-
eters. Experiments conducted on the microscale vortex tube with a
fixed geometry at low Reynolds numbers show the following:

�a� Dimensionless temperature increases in both the cold and
hot air flows as the Reynolds number increases from zero
and reaches maximum values below approximately 500
and 800 for the hot and cold flows, respectively.

�b� The cold outlet dimensionless temperature decreases
steadily after reaching the maximum to become negative
at a Reynolds number in the order of 2000. This implies
that the cooling effect occurs at inlet Reynolds numbers
consistent with the turbulent flow. A determination of the
precise mechanism associated with turbulence that causes
the cooling effect cannot be made from this study and is a
consideration for future work.

�c� Except for low Reynolds numbers �i.e., less than 2000�,
the cold mass fraction is approximately constant as the
Reynolds number increases.

Experiments conducted to determine the performance curves of
the microscale vortex tube at high inlet pressures indicate that

�a� the optimum cold air mass fraction, yc, is not constant and
can be higher than the conventional vortex tube

�b� the effects of L /D and dc /D ratios are similar to those in
the conventional devices

�c� an unstable operation can occur at small L /D and high
inlet pressures
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Nomenclature
A � cross-sectional area of the inlet slot
cp � specific heat at constant pressure
D � vortex tube inner diameter
dc � cold exit �orifice� diameter
dn � equivalent diameter of the inlet slot
L � vortex tube length
ṁ � mass flow rate
P � pressure
R � gas constant
T � temperature
u � axial velocity

yc � cold gas mass flow ratio

Greek Symbols
� � density
� � dynamic viscosity
� � efficiency
� � kinematics viscosity

Subscripts
s � static
t � total
c � cold
h � hot
o � inlet
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Microscale Flow Through
Channels With a Right-Angled
Bend: Effect of Fillet Radius
Microscale gas flow through channels with a right-angled bend has been numerically
analyzed to study the effect of the fillet radius on flow characteristics. The flow is as-
sumed to be incompressible, laminar, and hydrodynamically developing. The fillet radius
has been varied from zero, representing a sharp corner, to 0.6 times the height of the
channel. The Knudsen number has been varied from zero, representing no-slip at the
boundary, to 0.1, which is the limiting case for the slip-flow regime. A low Reynolds
number of value 1 has been considered in the present study, which makes the flow to be
within the incompressible slip-flow regime. The flow characteristics in terms of velocity
profiles, velocity vectors, and the pressure ratio between the inlet and outlet of the
channel have been presented for several cases. Results show that for the case of the fillet
radius equal to zero, the flow separation occurs after the bend and due to this, the exit
velocity profile changes significantly. The highest pressure ratio between the inlet and the
outlet is required to maintain a specific mass flow rate for this case. The cases with a
nonzero fillet radius exhibit exit velocity profiles identical to that of a straight channel.
The pressure ratio decreases when the fillet radius and the Knudsen number are
increased. �DOI: 10.1115/1.2969455�

Keywords: microchannel, microflows, slips flows, fillet effect, pressure drop

Introduction
Micron-sized devices are fabricated using micro-electronic fab-

rication processes and are extensively used in micro-electro-
mechanical systems �MEMSs�. Microfabricated devices are used
in electronics cooling, sensor applications, and fluidic control sys-
tems. In order to design such devices, a thorough knowledge of
the flow field and the pressure drop in similar-sized geometries is
necessary. Several experimental and theoretical studies on micro-
flows through various microdevices are reported in literature
�1–10�. The measured friction factors in the above studies sug-
gested that there is less momentum exchange between the fluid
and the solid surface for the microflow process. It was also ob-
served that the pressure drop along the microchannel was lower
than that of the no-slip-flow regime. Simulations of gas flows in
microgeometries have been carried out by Quarmby �11�, Beskok
and Karniadakis �12�, Chen et al. �13�, Barber and Emerson �14�,
and Raju and Roy �15�. Papautsky et al. �16� and Rostami et al.
�17� recently reviewed the flow through microchannels. In the
above studies, numerical analysis was carried out in the range of
continuum and slip-flow regimes. The ratio of the mean free path
� and the characteristic length of the geometry H, termed as the
Knudsen number �Kn�, ranges between 0 and 0.1 to cover the
continuum to slip-flow range. In the slip-flow regime �0.001
�Kn�0.1�, the governing equations are solved in conjunction
with slip-boundary conditions �2,8,10,14,15,18�.

Bends or curves in microchannels are present either due to de-
sign concepts or due to constraints. Lee et al. �19� investigated the
gas flow in microchannels with bends, where they measured the
mass flow rates and the pressure distributions. They showed that
an additional pressure drop is produced due to the presence of a
bend. Raju and Roy �15� also showed similar results with their

numerical simulations in their investigation of slip flows through
microchannels with two 90 deg bends. They considered the 2D
flow in their study because of the very low ratio of the channel
height to its width. They reported that for a given inlet to outlet
pressure ratio, the mass flow rate for the geometry considered is
reduced by around 160% than that obtained for a straight micro-
channel, which means that to maintain a particular mass flow rate,
a higher pressure drop is required when a bend is present. Typi-
cally, various devices, such as one for the passive mixing of liq-
uids, require microchannels with more number of bends �20�.

Investigation of the pressure distribution along the microchan-
nels with bends is therefore necessary in order to arrive at an
optimum size and shape of the device. It is obvious that a sharp
corner present in a bend would induce a flow separation after the
bend. This flow separation causes an additional pressure drop and
an increase in the pumping power required to maintain a particular
mass flow rate. A sharp corner can be avoided by adding a fillet
radius �radius of curvature� to the bend, without changing the
angle of the bend. In doing so, it is expected that the flow would
be streamlined and the pressure drop due to flow separation would
be minimized. Even though investigations of the flow field in
microchannels with bends have been reported, the effect of the
fillet radius has not been reported. Hence, in this paper, a numeri-
cal study of the microscale gas flow through channels with a right-
angled bend having various fillet radii is presented. The effects of
the fillet radius and the Knudsen number on the flow pattern and
the pressure drop are presented. A low Reynolds number of value
1 has been employed so as to maintain the flow within the incom-
pressible slip-flow regime. Also, the width of the channel is such
that the height to width ratio is very small �the height is around
1 �m and the width is around 20 �m� and due to this the flow is
predominantly two dimensional. To study the validity of this state-
ment, a 3D model for simulating the flow through a channel in
which width was five times its height was created and solved in
FLUENT, a commercial computational fluid dynamics �CFD� soft-
ware for Kn=0. The exit velocity profiles obtained from the 3D
model and the present 2D model are shown in Fig. 1. With this
exercise, it can be concluded that employing a 2D solver for the
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case where the height of the channel is around 1 �m and its width
is around 20 �m is justified.

Mathematical Model and Method of Solution
The geometry under consideration is shown in Fig. 2. The total

length of the right-angled bend is 2L and the bend is present at
half of its length. The height of the channel is H, which is the
characteristic length. The flow is assumed to be laminar, incom-
pressible, and hydrodynamically developing. A pseudotransient
approach is used to obtain steady-state solutions. In view of this,
the governing equations are given in the time dependent form. The
dimensional form of governing equations is as follows.

Continuity equation:

�u

�x
+

�v
�y

= 0 �1�

Momentum equations:

�u

�t
+ u

�u

�x
+ v

�u

�y
= −

1

�

�p

�x
+ �� �2u

�x2 +
�2u

�y2� �2�

�v
�t

+ u
�v
�x

+ v
�v
�y

= −
1

�

�p

�y
+ �� �2v

�x2 +
�2v
�y2� �3�

Boundary conditions:
At the inlet of the computational domain, a uniform velocity

profile is assumed.

u = um = 1.0 �4�

v = 0 �5�
At the outlet of the channel, the normal derivative to the exit plane
is expected to tend to zero and therefore, the following boundary
conditions are used:

�u

�n
= 0 �6�

�v
�n

= 0 �7�

A first order slip velocity has been employed along the walls
�2,8,10,14,15,18�, which is valid for 0.001�Kn�0.1.

uf − uw =
2 − �

�
Kn

�ut

�n
�8�

where uf is the velocity of the fluid, uw is the velocity of the wall
�in this case it is zero�, � is the tangential accommodation coef-
ficient, which has been assigned a value of 0.95 for all the slip-
flow cases, and �ut /�n is the derivative of the tangential velocity
normal to the wall.

Solution Procedure
Complete transient Navier–Stokes equations have been solved

by employing a nonorthogonal control/finite volume method. A
finite volume method with semicollocated nonorthogonal quadri-
lateral grids has been used. The semi-implicit method for
pressure-linked equations �SIMPLE� algorithm has been em-
ployed to correct the pressure field. All the governing equations
are solved using a point-by-point Gauss–Seidel iteration method.
A convergence criterion defined using the � relation �refer to No-
menclature� has been imposed for all the variables.

Validation
The numerical model has been validated against analytical re-

sults as reported in Ref. �9� for the Poiseuille flow with slip-
boundary conditions. A straight channel of height H and a length
equal to 40 times the height has been considered. The Reynolds
number is defined based on the channel height H and the mean

Fig. 1 Flow through a microchannel with a right-angled bend:
effect of the 3D flow

Fig. 2 Computational domain for the microbend; r varies from
0 to 0.6H, sections where profiles are plotted are shown by 1-1,
2-2, 3-3, and 4-4

Fig. 3 Validation of the numerical model results with the ana-
lytical solution with different grids; Re=1, Kn=0.10

Fig. 4 Validation of the numerical results with the analytical
solution †9‡; Re=1, various Kn
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�uniform� inlet velocity um and has a value of 1. A grid indepen-
dence study has been systematically conducted. Figure 3 shows
the velocity profiles at the channel outlet for Re=1 and Kn=0.1
for various grid densities. In the limit of the slip-flow regime, the
Knudsen number has been varied from 0 to 0.1, implying no-slip
�Kn=0� and slip-flow �Kn�0� boundary conditions at the walls.
The numerical model has been able to accurately predict the ve-
locity profiles �Fig. 4� for all the values of Knudsen numbers
considered.

After validating the model, the incompressible slip-flow regime
gas-flow through a microchannel with a 90 deg bend has been
analyzed. As mentioned earlier, the fillet radius at the bend has
been varied from 0 to 0.6 times the channel height and Kn has
been varied from 0.0 to 0.10. A low Reynolds number of value 1
has been employed. The flow characteristics in terms of velocity
profiles, velocity vectors, and the inlet to outlet pressure ratio have
been presented for several cases.

Results and Discussion
The computational domain for the cases considered in the

present study has been illustrated in Fig. 2. The height of the
channel, H, has been used as the length scale and the value of L

has been fixed as 20 times the height. Figure 2 also shows Sec-
tions 1, 2, 3, and 4, where velocity profiles have been plotted
�presented later�. The effect of parameters on the flow field has
been presented in detail subsequently.

To ensure that the results obtained from the numerical study are
independent of the computational grid, a grid independence study
has been carried out. For example, Fig. 5 shows velocity profiles
at Section 4 �Fig. 5�a�� and Section 2 �Fig. 5�b�� in the domain
using different grid densities in the y-direction for Re=1, Kn
=0.05, and R=0.4. At Section 2, a local coordinate s has been
defined to represent the direction vector and the profile is drawn
with respect to it. Similarly, the number of grids in x or the axial
direction has also been examined thoroughly. After investigating
the results obtained by various number of grids in x and y direc-
tions, it was found that the optimum grid size for the present study
would be 400	50.

Effect of Fillet Radius on Flow Pattern
The effect of the fillet radius of the bend is presented below.

Figure 6 illustrates various nondimensional velocity profiles at
Sections 1-1 and 2-2 for Re=1 and Kn=0.05. Obviously, the ef-
fect of the bend radius is not observed at Section 1-1 �Fig. 6�a��.

Fig. 5 „a… Profile of the velocity v at Section 4 and „b… profile of the nondimensional
velocity v at Section 2 for Re=1, Kn=0.05, and r=0.4H using different transverse
direction grids

Fig. 6 Profiles of velocities at „a… Section 1 and „b… and „c… Section 2 for Re=1, Kn
=0.05 and different bend radii
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The axial velocity �u� is almost the same for all the cases at this
section. The nonzero velocities at the walls �which are the same at
the top and bottom walls� are due to slip-flow conditions at Kn
=0.05. At the bend �Section 2-2, Figs. 6�b� and 6�c��, considerable
variations in the profile shapes are observed between the cases.
The sharp cornered bend �R=0� presents the maximum value for
the x-component velocity and the maximum �negative� value for
the y-component velocity. Also in this case, the slip-flow condi-
tion has a negligible effect at the outer corner, where the velocity
tends to a zero value. Velocity vectors shown in Fig. 7 help in
clearly visualizing the flow pattern near the bend region for the
cases of R=0 and 0.6 and Kn=0.05.

The case of the sharp corner �R=0� presents slightly different
velocity profiles at Section 3-3 �Figs. 8�a� and 8�b��. Due to the
combined effects of the bend and expansion of the flow in the
bend region, there is an inception of a small axial velocity fluc-
tuation at Section 3-3 �Fig. 8�a�� near the left and right walls for
R=0. At the exit plane �Section 4-4�, the fluctuation in the axial

velocity �u /um� component has grown further �Fig. 8�c��. How-
ever, for the cases where R�0, the axial velocity has been close
to zero �Fig. 8�c��. Even though the magnitude of the axial veloc-
ity is negligible when compared to the normal component, the
very small fluctuations in the axial velocity component have been
able to produce a slightly asymmetric normal velocity �v /um� pro-
file for this case �R=0, Fig. 8�d��. For R�0 cases, the normal
velocity profiles are no different, irrespective of the radius �Fig.
8�d��. The exit velocity profile obtained for the case of a straight
channel with the same Re and Kn values is identical to the veloc-
ity profiles obtained from R�0 cases. This means that for this
configuration, when the bend radius is at least 20% of the channel
height, the effect of the bend is not seen and the flow at the exit is
similar to the exit flow from a straight channel.

Effect of Fillet Radius on Pressure Variation
The ratio of pressure at any location along the central line of the

channel to the exit pressure is plotted along the central line of the

Fig. 7 Velocity vectors at various sections „a… r=0.0 and „b… r=0.6H for Re=1 and
Kn=0.05

Fig. 8 Profiles of u and v-velocities at „a… and „b… Section 3 and „c… and „d… Section 4
for Re=1, Kn=0.05, and different bend radii „r=0–0.6H…

101207-4 / Vol. 130, OCTOBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



channel in Fig. 9, for Re=1, Kn=0.05, . . . and various bend radii.
The pressure ratio decreases from the inlet to the outlet as ex-
pected. The variation is not perfectly linear and is consistent with
literature �1,3–7,9,10�. The bend produces a change of slope for
the variation of the pressure ratio. Also, it can be seen in Fig. 8
that after the bend, the variation of the ratio of pressure is the
same for all the cases. Typical variation of the ratio of pressure for

a straight channel of the same height and length is also shown as
a “no bend” case. It can be seen that due to the presence of the
bend, for the same flow rate �Re=1�, a higher inlet to outlet pres-
sure ratio is required. This is consistent with literature �15,19�.
This inlet to outlet pressure ratio decreases as R increases and
approaches the pressure ratio for a straight channel �see Table 1�.

Effect of Knudsen Number, Kn
The validation case presented in Fig. 4 presents the effect of Kn

for a straight channel. The slip velocity at the wall increases as Kn
increases and the maximum velocity value decreases. For a bend,
the nondimensional velocity profiles at Section 2-2 have been
plotted for the cases of R=0, Re=1, and Kn=0, 0.05, and 0.1 in
Fig. 10. A similar plot for R=0.6 is shown in Fig. 11. The plots
with other nonzero radii are also similar to that of R=0.6.

It can be observed that the cases with a nonzero bend radius
produce velocity profiles, which vary in slope and maximum val-
ues �Fig. 11�, as Kn is varied. Also, this clearly illustrates the
effect of the Knudsen number. On the other hand, for R=0, the
velocity profiles for various Kn values do not produce a clear-cut
variation as in R�0 cases �see Fig. 10�.

Figure 12 shows the distribution of the pressure ratio along the
centerline of the channel for Re=1 and R=0.0,0.6 cases. Table 1
supports these results. As Kn increases �read horizontally in Table
1�, the ratio of pin to pout decreases. This proves that slip flows
need a smaller pressure difference as the shear stress that has to be
overcome by the flow decreases as Kn increases and is consistent
with earlier observations �1–10�. Also from Fig. 12, it can be
observed that the variation of the pressure ratio changes its slope
near the bend region. The change pattern in the slope of the pres-
sure ratio is different for the R=0 and R=0.6 cases. The slope
change is significant for Kn�0 for the R=0 case, but it is signifi-
cant at the Kn=0 for the R=0.6 case.

Fig. 9 Variation of p /pout along the channel center line for vari-
ous bend radii; Re=1, Kn=0.05

Table 1 pin /pout for all Knudsen numbers and bend radii along
with that for a straight channel

r /H

pin / pout for various Kn

0 0.05 0.1

0 2.338 2.024 1.834
0.2 2.321 2.002 1.813
0.4 2.311 1.993 1.805
0.6 2.303 1.985 1.798

no bend 2.246 1.929 1.742

Fig. 10 Profiles of velocities at Section 2: „a… u and „b… v for Re=1, r=0.0, and differ-
ent Kn

Fig. 11 Profiles of velocities at Section 2: „a… u and „b… v for Re=1, r=0.6H, and
different Kn
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Conclusion
Microscale gas flow through channels with a right-angled bend

has been numerically analyzed. Complete transient Navier–Stokes
equations have been solved by employing a nonorthogonal control
volume method. First order slip velocity has been employed along
the walls for Kn�0. The numerical method has been validated
with the analytical solutions for flow through a straight channel.
The fillet radius has been varied from zero, representing a sharp
corner, to 0.6 times the height of the channel. The Knudsen num-
ber has been varied from zero, representing no-slip at the bound-
ary, to 0.1, which is the limiting case for the slip-flow regime. The
flow characteristics in terms of velocity profiles, velocity vectors,
and the pressure ratio variation along the centerline of the channel
have been presented for several cases.

Based on the parametric study, following conclusions are ar-
rived at.

1. Results show that for the case of the fillet radius equal to
zero, flow separation occurs after the bend and due to this,
the exit velocity profile changes significantly. The highest
pressure ratio between the inlet and the outlet is required to
maintain a specific mass flow rate for this case.

2. The cases with a nonzero fillet radius exhibit identical exit
velocity profiles, which is also the same as that of a straight
channel. The inlet to outlet pressure ratio decreases as the
fillet radius increases.

3. As the Knudsen number increases, the pressure ratio re-
quired to maintain a specific mass flow rate decreases.

Nomenclature
H 
 channel height, m

Kn 
 Knudsen number, � /H
n 
 normal direction
p 
 pressure, N /m2

r 
 radius of fillet, m
R 
 nondimensional radius of fillet, r /H

Re 
 Reynolds number
t 
 time, s

x, y 
 nondimensional Cartesian coordinates
um 
 inlet velocity

u 
 horizontal velocity, m/s
v 
 vertical velocity, m/s

Greek Symbols
� 
 convergence criterion, in fractional form,

���new−�old� /�new�
� 
 variable u or v over which the convergence is

being tested for
� 
 molecular mean free path of fluid

� 
 kinematic viscosity, m2 /s
� 
 slip velocity accommodation coefficient

�=0.95�

Subscripts
f 
 fluid
t 
 tangential component

w 
 wall

References
�1� Keenan, J. H., and Neumann, E. P., 1946, “Measurements of Friction in a Pipe

for Subsonic and Supersonic Flow of Air,” ASME J. Appl. Mech., 13�2�, pp.
91–100.

�2� Schaaf, S. A., and Chambre, P. L., 1961, Flow of Rarefied Gases, Princeton
University Press, Princeton, NJ.

�3� Ebert, W. A., and Sparrow, E. M., 1965, “Slip Flow in Rectangular and An-
nular Ducts,” ASME J. Basic Eng., 87, pp. 1018–1024.

�4� Sreekanth, A. K., 1968, “Slip Flow Through Long Circular Tubes,” Rarefied
Gas Dynamics, L. Trilling and H. Y. Wachman, eds., Academic, New York.

�5� Prudhomme, R. K., Chapman, T. W., and Bowen, J. R., 1986, “Laminar Com-
pressible Flow in a Tube,” Appl. Sci. Res., 43, pp. 67–74.

�6� Pfahler, J., Harley, J. C., Huang, Y., Bau, H. H., and Zemel, J. N., 1991, “Gas
and Liquid Flow in Small Channels,” Symposium on Micro-Mechanical Sen-
sors, Actuators and Systems, New York, ASME DSC 32, pp. 49–60.

�7� Choi, S. B., Barron, R. F., and Warrington, R. O., 1991, “Fluid Flow and Heat
Transfer in Micro-Tubes,” Symposium on Micro-Mechanical Sensors, Actua-
tors and Systems, New York, ASME DSC 32, pp. 123–134.

�8� Bird, G. A., 1994, Molecular Gas Dynamics and the Direct Simulation of Gas
Flows, Clarendon, Oxford.

�9� Harley, J. C., Huang, Y., Bau, H. H., and Zemel, J. N., 1995, “Gas Flow in
Micro-Channels,” J. Fluid Mech., 284, pp. 257–274.

�10� Arkilic, E. B., Schmidt, M. A., and Breuer, K. S., 1997, “Gaseous Slip Flows
in Long Micro-Channels,” J. Microelectromech. Syst., 6�2�, pp. 167–178.

�11� Quarmby, A., 1968, “A Finite-Difference Analysis of Developing Slip Flow,”
Appl. Sci. Res., 19, pp. 18–33.

�12� Beskok, A., and Karniadakis, G. E., 1995, “Simulation of Heat and Momen-
tum Transfer in Complex Micro-Geometries,” J. Thermophys. Heat Transfer,
8�4�, pp. 647–655.

�13� Chen, C. S., Lee, S. M., and Sheu, J. D., 1998, “Numerical Analysis of Gas
Flow in Micro-Channels,” Numer. Heat Transfer, Part A, 33�7�, pp. 749–762.

�14� Barber, R. W., and Emerson, D. R., 2001, “A Numerical Investigation of Low
Reynolds Number Gaseous Slip Flow at the Entrance of Circular and Parallel
Plate Micro-Channels,” ECCOMAS Computational Fluid Dynamics Confer-
ence, University of Swansea, Swansea, Wales, UK, September 4–7.

�15� Raju, R., and Roy, S., 2004, “Hydrodynamic Model for Micro-Scale Flows in
a Channel With Two 90 Deg Bends,” ASME J. Fluids Eng., 126, pp. 489–492.

�16� Papautsky, I., Ameel, T., and Frazier, A. B., 2001, “A Review of Laminar
Single-Phase Flow in Micro-Channels,” ASME IMECE Conference, New
York, November.

�17� Rostami, A. A., Mujumdar, A. S., and Saniei, N., 2002, “Flow and Heat
Transfer for Gas Flowing in Micro-Channels: A Review,” Heat Mass Transfer,
38, pp. 359–367.

�18� Gad-el-hak, M., 1999, “The Fluid Mechanics of Micro-Devices—The Freeman
Scholar Lecture,” ASME J. Fluids Eng., 121, pp. 5–33.

�19� Lee, S. Y. K., Wong, M., and Zohar, Y., 2001, “Gas Flow in Micro-Channels
With Bends,” J. Micromech. Microeng., 11, pp. 635–644.

�20� Robin, H. L., Mark, A. S., Dendra, V. S., Michael, G. O., Juan, G. S., Ronald,
J. A., Hassan, A., and David, J. B., 2000, “Passive Mixing in a Three-
Dimensional Serpentine Microchannel,” J. Microelectromech. Syst., 9�2�, pp.
190–197.

Fig. 12 Variation of p /pout along the channel center line for various Kn values; Re
=1 and „a… r=0.0 and „b… r=0.6H

101207-6 / Vol. 130, OCTOBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



P. A. Brandner
Australian Maritime Hydrodynamics Research

Centre,
Australian Maritime College,

University of Tasmania,
Locked Bag 1395,

Launceston,
Tasmania 7250, Australia

J. L. Roberts
Tasmanian Partnership for Advanced Computing,

University of Tasmania,
Private Bag 37,

Hobart,
Tasmania 7001, Australia

G. J. Walker
School of Engineering,
University of Tasmania,

Private Bag 65,
Hobart,

Tasmania 7001, Australia

The Influence of Viscous Effects
and Physical Scale on Cavitation
Tunnel Contraction Performance
The general performance of an asymmetric cavitation tunnel contraction is investigated
using computational fluid dynamics (CFD) including the effects of fluid viscosity and
physical scale. The horizontal and vertical profiles of the contraction geometry were
chosen from a family of four-term sixth-order polynomials based on results from a CFD
analysis and a consideration of the wall curvature distribution and its anticipated influ-
ence on boundary layer behavior. Inviscid and viscous CFD analyses were performed.
The viscous predictions were validated against boundary layer measurements on existing
full-scale cavitation tunnel test section ceiling and floor and for the chosen contraction
geometry against model-scale wind tunnel tests. The viscous analysis showed the dis-
placement effect of boundary layers to have a fairing effect on the contraction profile that
reduced the magnitude of local pressure extrema at the entrance and exit. The maximum
pressure gradients and minimum achievable test section cavitation numbers predicted by
the viscous analysis are correspondingly less than those predicted by the inviscid analy-
sis. The prediction of cavitation onset is discussed in detail. The minimum cavitation
number is shown to be a function of the Froude number based on the test section velocity
and height that incorporate the effects of physical scale on cavitation tunnel
performance. �DOI: 10.1115/1.2969274�

1 Introduction
The Tom Fink cavitation tunnel at the Australian Maritime Col-

lege is currently being upgraded �Brandner et al. �1,2�� as part of
a facility development for the Australian Maritime Hydrodynam-
ics Research Centre �AMHRC�.1 These tunnel improvements ne-
cessitate redesign and/or replacement of most sections of the ex-
isting tunnel circuit including the contraction. To optimize the
performance of the new contraction, it was decided that flow
analysis would be performed using computational fluid dynamics
�CFD�, and the results were validated by comparison with mea-
surements made in the existing contraction and test section.

The function and fundamental importance of the contraction in
a wind or water tunnel in creating a high quality test section flow
for experimentation and in influencing other tunnel parameters
have been well reported in literature �see, e.g., Barlow et al. �3�
and Wetzel and Arndt �4��. Many tunnels use axisymmetric or
two-dimensional �2D� contractions designed by using inviscid or
coupled inviscid/viscous flow analyses �see, e.g., Chmielewski
�5�, Morel �6�, and Mikhail �7��. In these analyses the pressure
distributions derived from potential flow solutions of the contrac-
tion flow were used to predict turbulent separation due to the
adverse pressure gradients at the entrance and exit using Strat-
ford’s criterion and relaminarization using a flow acceleration pa-
rameter. The application of Stratford’s criterion requires the esti-
mation of a virtual origin for the turbulent boundary layer
corresponding to the length of zero pressure gradient flow needed
to produce the same local boundary layer thickness. Chmielewski
�5� and Mikhail �7� noted the most critical factor to be the sepa-
ration at the inlet, although they found that relaminarization and
its effect on the boundary layer at the exit also needed to be
considered. Formulations for the contraction profile have varied

significantly. For axisymmetric contractions, Morel �6� used two
cubics matched at the inflection point. Chmielewski �5� described
the contraction profile indirectly in terms of the longitudinal varia-
tion of average streamwise acceleration; this was specified by a
family of contours based on a continuous cosine function and two
arbitrary exponents. Mikhail �7� specified the second derivative of
the contraction radius in terms of a sine function raised to an
arbitrary power; as with Morel �6�, separate functions for the inlet
and outlet regions were matched at the inflection point.

More recently, attention has been given to three-dimensional
�3D� symmetric and asymmetric contractions with square or rect-
angular cross sections intended for low speed wind tunnels.
Downie et al. �8� used an iterative finite volume method to satisfy
Laplace’s equation for the analysis of an asymmetric rectangular
cross section contraction. In this case the contraction profiles were
generated from two matched elliptic arcs. The 3D nature of the
velocity and pressure extrema �occurring at the corners of the
entrance and exit� was noted, but no analysis of the boundary
layers was made. Su �9� used a similar numerical method involv-
ing a difference equation to satisfy Laplace’s equation for sym-
metric square and rectangular cross section contractions. Contrac-
tions where the cross-sectional aspect ratios varied between the
entrance and exit were also investigated. By considering planes of
symmetry, these results may also be applied to asymmetric con-
tractions with one side flat, which are frequently used for cavita-
tion tunnels for reasons described below. Fang �10� used a finite
volume Euler solver for the analysis of symmetric contractions of
square cross sections. Results presented include the location and
magnitude of corner pressure extrema and pressure gradients.

In addition to the flow quality parameters suggested by Morel
�6�, Su �9� introduced a quantitative cross-flow parameter based
on the transverse gradients imposed by pressure extrema in the
corners of rectangular section contractions and showed how these
increase with the change in cross-sectional aspect ratio from unity.
The resulting three-dimensional boundary layer flows were briefly
discussed, but no viscous flow analyses were conducted. Differing
locations of the inflection points on the sides and the ceiling/floor
were not recommended as these were found to further exacerbate
the transverse pressure gradients. Su �9� mostly used two matched

1The AMHRC is a collaborative venture involving the Australian Maritime Col-
lege �AMC�, the Australian Defence Science and Technology Organisation �DSTO�,
and the University of Tasmania �UTAS�.
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cubics for generating the contraction profiles. Some results were
also presented for higher-order profiles; the use of a cubic en-
trance profile and a higher-order exit profile was deemed benefi-
cial.

Significant investigations of cavitation tunnel contractions were
made with the development of the world’s largest cavitation tun-
nels during the 1980s, including Le Grand Tunnel Hydrody-
namique �GTH� for the Bassin d’Essais des Carènes, France, the
Large Cavitation Channel �LCC� for the U.S. Navy, and the Hy-
drodynamics and Cavitation Tunnel �HYKAT� for the Hamburg
Ship Model Basin, Germany. All these studies involved the design
of asymmetric contractions with little or no contraction on the
ceiling to minimize the volume of water to be displaced for test
section access and to minimize the test section static pressure �or
cavitation number�. Lecoffre et al. �11� reported on the design of
contractions for both the large and small test sections of the GTH
using a 3D flow solver with consideration given to maximizing
cavitation performance; the boundary layer behavior was analysed
using integral techniques. The profiles for these contractions were
generated using a fifth-order polynomial; although asymmetric,
some contraction was retained on the ceiling. For the LCC and the
HYKAT, Wetzel and Arndt �4� also used a 3D Euler solver for the
contraction analysis. The contraction profiles were generated us-
ing a three-term fifth-order polynomial, for which the inflection
point could be adjusted simultaneously with the second derivative
at the entrance. The location of the inflection point and, hence, the
entrance second derivative were chosen as a trade-off between the
minimum pressure coefficient at the exit and the likelihood of
upstream turbulent separation assessed by using Stratford’s crite-
rion. However it was concluded that the minimum pressure coef-
ficient at the exit and, hence, cavitation inception were the con-
trolling factor. Investigations into the effect of entrance velocity
nonuniformity and varying degrees of asymmetry were also con-
ducted. In this case, profiles with no contraction on the ceiling
were chosen.

While the above-mentioned techniques provide significant
guidance in the analysis and design of contractions, the subse-
quent development of CFD capability since these earlier design
studies means that greater insight into the viscous aspects of con-
traction flow can now be gained. In particular, the three-
dimensional nature of the boundary layers and their effect on vari-
ous flow quality parameters can be better accounted for by fully
viscous Reynolds averaged Navier–Stokes �RANS� computations.
The inception cavitation number is shown in the present study to
depend on both Reynolds number and Froude number effects. The
viscosity influences only the Reynolds number, while the physical
scale influences both Reynolds and Froude numbers. A compari-
son of results from fully viscous �RANS� and inviscid solutions
indicates that changes in surface pressure distribution due to
boundary layer development may significantly influence both flow
separation and cavitation inception.

2 Geometry and Parametrization
As discussed in the Introduction, the formulation of contraction

profiles has varied significantly in past designs. In many cases two
curves matched at the inflection point have been used, although
continuous polynomials have also been popular. Wetzel and Arndt
�4� discussed the use of a two-term sixth-order polynomial, al-
though a three-term fifth-order was finally chosen for the LCC and
HYKAT. Lecoffre et al. �11� also reported on using a fifth-order
polynomial for the GTH contractions. Keith et al. �12� used a
four-term ninth-order polynomial for the modification of a hy-
droacoustic test facility. For the present modification to the AMC
cavitation tunnel, a sixth-order polynomial was adopted to enable
an independent choice or variation of the inflection point location
and the first and second derivatives of the wall profiles at the
entrance and exit.

The major geometric parameters of the current contraction,
which were to be retained, include an entrance cross section of

1.6 m2, an exit cross section of 0.6 m2, and a length of 2.5 m,
giving a length to entrance dimension ratio of 1.56 and a contrac-
tion ratio of 7.11. For reasons mentioned above, there is no con-
traction on the ceiling, a feature that is also to be retained. In
accordance with the recommendations of Su �9�, it was decided
that the location of the inflection point on the sides would be the
same as that on the floor. As the contraction of each sidewall is
only half that of the floor, the entrance second derivative on the
sides was chosen to be half that on the floor. The current test
section, which is to be retained, has a sloping floor to compensate
for the boundary layer growth and to improve the longitudinal
velocity uniformity. This slight slope, 1 /130, was considered
small enough that the first as well as the second derivative at the
contraction exit would be set to zero on the floor as well as the
sides. With these choices, and the first derivative at the entrance
chosen to be zero, the remaining parameters are the entrance sec-
ond derivative and the location of the inflection point.

A coordinate system is defined with the origin located on the
test section centerline at the exit of the contraction, with the x
coordinate directed positive downstream and the z coordinate di-
rected positive upward. The floor and wall contour profiles are
generated by sixth-order polynomials satisfying the above con-
straints,

z − z0 = ax6 + bx5 + cx4 + dx3 �1�

where z, z0, and x are nondimensionalized by the contraction
length L.

The coefficients in Eq. �1� may be easily derived from the
boundary conditions using computational symbolic manipulation,
details of which are given in the Appendix. The resulting family
of profiles may be investigated to examine the influence of chang-
ing the entrance second derivative and the location of the inflec-
tion point. Equation �1� gives profiles monotonic in z for locations
of the inflection point in the range −0.6�x�z�=0��−0.4 and val-
ues of the entrance second derivative on the floor in the range 0
�z−1� �6. Figure 1 shows example profiles of z�x�, z��x�, and
z��x� from Eq. �1� for varying inflection location, x�z�=0�, with
the entrance second derivative, z−1� =3; Fig. 2 shows similar pro-
files with the entrance second derivative, z−1� =0. Figure 1 shows
that for z−1� =3 two of the profiles initially decrease monotonically
and pass through a minimum before increasing to zero at the exit.
The value of the curvature near the exit and its location may
influence the minimum pressure, which affects the minimum cavi-
tation number achievable, the potential for separation, and the test
section flow quality. For small values of the entrance second de-
rivative, or zero as shown in Fig. 2, the profiles must have two
turning points—a maximum near the entrance as well as a mini-
mum near the exit. For small values of the entrance second de-
rivative, the turning point near the entrance may result in larger
curvature values or at least a greater curvature extending down-
stream. The curvature at the entrance may adversely influence the
boundary layer behavior, including the potential for separation.

The wall curvature K exhibits a similar behavior to the second
derivative, and values of its minimum near the exit and their lo-
cation have been plotted across the above-mentioned parameter
range, as shown in Fig. 3. The maximum curvature near the exit is
a minimum when the inflection point is located at x=−0.6 and is
mildly dependent on the entrance second derivative. The location
of the the maximum curvature is, however, strongly dependent on
the entrance second derivative. The point of the maximum curva-
ture �minimum z�� near the exit may be moved upstream by re-
ducing the entrance second derivative, although this may have the
effect of increasing the curvature at the entrance as mentioned
above. There is therefore a trade-off between the location of the
maximum curvature near the exit and the entrance second deriva-
tive. To minimize the velocity overshoot near the contraction exit
and hence the minimum operable cavitation number, it would ap-
pear desirable to reduce the minimum curvature near the exit and
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to move its location upstream. However, the magnitude of the
entrance second derivative may also influence the likelihood of
separation at the inlet. These aspects are discussed in detail below
as part of the CFD analysis, along with qualitative considerations
of the inlet boundary layer behavior.

3 CFD Analysis

3.1 Viscous Analysis. The commercial CFD code CFX 5.5 was
used for the viscous flow analysis. It is a finite volume Reynolds
Averaged Navier RANS solver, details of which are given in AEA
Technology Engineering Software �13�. Computations were per-
formed on the SGI Origin 3400 high-performance computer of the
Tasmanian Partnership for Advanced Computing �TPAC� at
UTAS. A hybrid mesh is used with a Delaunay surface algorithm
whereby a prismatic mesh may be attached to any surface. For this
problem, a prismatic mesh five element thick was attached to the
walls with a geometric growth factor of 1.3 and a typical inflated
boundary thickness �IBT� of 50 mm. Figure 4 shows a typical
surface mesh for a maximum edge length �MEL� of 100 mm.

The computational domain extends from x=−2.08 to x=1.04. It
commences with a parallel duct 1.6 m2 and 2.7 m long at the
inlet, followed by the contraction length of 2.5 m and the test
section 2.6 m long. The inlet boundary conditions were specified
as uniform velocity and isotropic turbulence with kinetic energy
corresponding to a 2% streamwise turbulence component. To test
the sensitivity of the results to inlet turbulence intensity, a second
solution for the final chosen geometry was run with a 4% stream-

wise turbulence component. The results showed no significant
difference.

A free outflow condition was specified at the exit from the
computational domain, corresponding to the downstream end of
the test section. The honeycomb at the upstream end of the con-
traction was not modeled. The parallel duct is long enough to
ensure that upstream flow perturbations caused by the contraction
are negligible at the inlet plane. This length, together with the
moderately high initial turbulence level, also ensured a well-
established turbulent boundary layer at the entry to the
contraction.

The actual conditions at the entry to the cavitation tunnel con-
traction are unknown due to the lack of measurement access. As
with other contraction flow analyses reported in the literature, the
inlet flow assumptions are somewhat arbitrary. Many such studies
have ignored viscous effects entirely and assumed totally inviscid
flow. Typical approaches for previous studies, including a bound-
ary layer analysis, have been to assume the boundary layer to
originate at the exit from the most downstream flow manipulating
device �usually a honeycomb for cavitation tunnels�, i.e., at the
inlet to the settling chamber. For studies of axisymmetric contrac-
tions, Chmielewski �5� and Mikhail �7� used settling chamber
lengths around one contraction inlet radius, that is, about one-third
the length adopted in the present work. The present study is there-
fore more conservative as regards avoiding separation at the entry
to the contraction.

The global minimum pressure and the resultant viscous force
acting on the contraction floor were chosen as suitable parameters
to investigate the grid independence of the numerical solution.
The grid density is principally controlled by the IBT and MEL.

Fig. 1 Floor profiles z„x…, z�„x…, and z�„x… from Eq. „1… with
varying inflection location, x„z�=0…, and entrance second de-
rivative, z−1� =3

Fig. 2 Floor profiles z„x…, z�„x…, and z�„x… from Eq. „1… with
varying inflection location, x„z�=0…, and entrance second de-
rivative, z−1� =0
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The MEL has a significant influence on the total number of nodes,
whereas the IBT has little. A standard k-� turbulence model was
chosen for the grid independence test, the results of which are
shown in Fig. 5. The effect of grid refinement on the global mini-
mum pressure can be clearly seen, as well as the relative insensi-
tivity to the IBT. The solution was deemed grid independent at
approximately 200,000 nodes, with an IBT of 50 mm. This mesh
was used for all further analyses.

Test section boundary layer measurements in the existing AMC
cavitation tunnel were the only practicable means of comparing
the CFD predictions with experiment due to the lack of access to
the contraction and settling chamber. The profile of the existing
contraction floor is closely approximated using Eq. �1� with the
inflection at x=−0.55 and the entrance second derivative z−1� equal
to 3. Measured test section floor and ceiling centerline boundary
layers were used for the validation of the CFD model and the
choice of the optimum turbulence model. A comparison of mea-
sured integral boundary layer properties with predictions of a
standard k-� model and the SSG Reynolds stress model �RSM� of

Fig. 3 Variation of location and magnitude of maximum curva-
ture near the contraction exit for practical values of inflection
point location and inlet curvature

Fig. 4 Typical surface mesh for viscous CFD analysis for a maximum edge
length „MEL… of 100 mm and an inflated boundary thickness „IBT… of 50 mm

Fig. 5 Viscous CFD grid independence test for various values
of IBT
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Speziale et al. �14� showed the former to be inadequate. The latter
model gave reasonable predictions and was therefore chosen for
all further analyses.

The AMC cavitation tunnel has been designed to operate with
the nominal test section velocity varying between 2 m /s and
12 m /s. CFD predictions and boundary layer measurements were
performed over a corresponding Reynolds number range. Bound-
ary layers on the test section floor and ceiling were measured at
x=0.12 on the test section vertical centerline using a 1.2 mm di-
ameter Pitot tube and wall static tapping in the plane of the Pitot
head. The Pitot tube was positioned with a computer controlled
automated traverse. Pressures were measured sequentially using a
Validyne Model DP15TL differential pressure transducer via a
Scanivalve Model 48J7-1 pressure multiplexer. Pressure trans-
ducer zero errors were minimized by observing the zero readings
on each pressure scan. The tunnel contraction differential was also
monitored on each scan and was used to nondimensionalize mea-
sured pressures to eliminate pressure transducer span error. Ac-
quired data were corrected for small temporal changes using the
tunnel contraction differential during postprocessing. Further de-
tails of the experimental setup and procedures used and measure-
ment accuracy are given in Brandner et al. �15�.

Figure 6 shows semilogarithmic plots of the measured floor and
ceiling profiles with the Reynolds number as a parameter. These
profiles are in good agreement with the standard law of the wall
for turbulent flow, with the expected reduction in the magnitude of
the wake component as the Reynolds number increases. The floor
boundary layers exhibit slightly greater wake components than
those on the ceiling due to the adverse pressure gradient on the
floor at the contraction exit. Figure 7 shows measured integral
properties for the floor and ceiling boundary layers, together with
those from CFD prediction, as a function of Reynolds number.
The favorable agreement between measured and predicted values

with Reynolds number gives confidence in the accuracy of pre-
dicting viscous effects on the pressure minima near the contrac-
tion exit.

3.2 Inviscid Analysis. Given the history of contraction analy-
sis using inviscid methods, it is of particular interest to compare
inviscid predictions with those of viscous RANS-based computa-
tions. An inviscid analysis was carried out using a boundary ele-
ment method as implemented in the NASA AMES PMARC code,
Ashby et al. �16�. The PMARC code uses combined source/doublet
elements with constant strength singularity distributions and may
be used for both internal and external potential flow analyses.

The extents of the computational domain were set the same as
those for the viscous computation. The inlet and outlet conditions
were specified with uniform velocity. The boundary element grid-
ding was arranged with rectangular arrays of equal dimensions on
all four sides. Five grid densities were chosen to test the conver-
gence, ranging from 3,888 to 30,976 elements on half the geom-
etry. Symmetry about the vertical center plane was used to halve
the size of the matrix to be solved. In each case the number of
longitudinal elements was set to achieve a square grid at the test
section inlet and a continuous variation of element length thereaf-
ter. The computational domain and an example of the boundary
element gridding are shown in Fig. 8. The magnitude of the mini-
mum pressure near the contraction exit, �Cpo

�min, was chosen to
test convergence with the number of elements. Figure 9 shows the
convergence with an increase in the number of elements. The
solution was deemed converged at 30,976 elements.

4 Experimental Investigation
To validate the CFD predictions and provide a final check on

the chosen geometry, a 1 /4 scale wind tunnel model of the con-
traction and test section was built. Details of the model are shown
in Fig. 10. Measurements made include the static pressure distri-
bution on the centerline and the side of the contraction floor, test
section vertical and horizontal velocity distributions, and floor

Fig. 6 Measured test section floor/ceiling boundary layer pro-
files at x=0.12

Fig. 7 Comparison of measured and predicted test section
ceiling/floor centerline boundary layer displacement and mo-
mentum thicknesses at x=0.12
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boundary layer thicknesses at the contraction inlet and outlet.
Tests were carried out at Reynolds numbers—based on the test
section height and core velocity at the test section entrance—
varying between 2�105 and 5.5�105 compared with full-scale
Reynolds numbers for the existing tunnel varying from 1.2�106

to 7.2�106.
Probe traverses were carried out using a computer controlled

automated traverse. All pressures were measured sequentially us-
ing a Validyne Model DP105 differential pressure transducer via a
Scanivalve Model 48J7-1 pressure multiplexer. Pressure trans-
ducer zero errors were minimized by observing the zero readings
on each pressure scan. The tunnel contraction differential was also
monitored on each scan and was used to nondimensionalize mea-
sured pressures to eliminate pressure transducer span error. Ac-
quired data were corrected for small temporal changes using the
tunnel contraction differential during postprocessing.

5 Discussion

5.1 Choice of Contraction Geometry. The viscous CFD
model described above was solved for 35 combinations of the
entrance second derivative and inflection location values that re-

Fig. 8 Boundary element mesh for inviscid CFD analysis with 7744
elements

Fig. 9 Inviscid CFD grid convergence test with number of
boundary elements

Fig. 10 Model-scale wind tunnel test setup „dimensions in mm…
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sult in monotonic profiles from Eq. �1�. Two reference sections
were defined to analyze the CFD results for values of pressure
coefficients and for a consideration of flow properties at the con-
traction entrance and exit. These were defined at x=−1.68 and x
=0.12, where the effects of residual flow curvature were deemed
negligible. At these sections the centerline streamwise velocity
and pressure were used to derive pressure coefficients and the
cavitation number.

Key aspects of contraction design include the avoidance of flow
separation, minimum achievable cavitation number, and test sec-
tion flow quality. Measures of the test section flow quality include
the thickness of boundary layers, core flow streamwise velocity
uniformity, and magnitude of spanwise flow components. Flow
separations near the entrance and exit are possible due to adverse
pressure gradients from the undershoot of velocity at the entrance
and the overshoot at the exit. The pressure minima that occur at
the exit corners also control the test section flow uniformity and

the minimum operable cavitation number at high Froude numbers.
It is the latter factor that makes cavitation tunnel contraction de-
sign more complex than that of low speed aeronautical facilities.

In choosing an “optimum” contraction geometry, the longitudi-
nal pressure distribution is initially of most interest, as this affects
the potential for separation and the minimum achievable cavita-
tion number. Wall pressure distributions from viscous CFD pre-
dictions for the chosen AMC tunnel geometry at the greatest Rey-
nolds number �Re=7.2�106� are shown in Figs. 11 and 12. While
the results shown in Figs. 11 and 12 are for the chosen geometry,
the overall pressure distribution is typical of those for all the pa-
rameter space. The results are presented as distributions of pres-
sure coefficients based on centerline pressure and velocity at the
entrance and exit reference sections, respectively. The overall
pressure distribution for the inviscid case is generally similar to
that for the viscous case and is not shown.

Fig. 11 Cpi
distribution at the contraction inlet from viscous „RANS… CFD

prediction, Re=7.2Ã106
„a… Floor and sides „b… Ceiling and sides
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For the contraction inlet, Fig. 11�a� shows the favorable pres-
sure gradient on the ceiling and Fig. 11�b� shows the adverse
gradient on the floor and sidewall, with the maximum value of
Cpi

��0� occurring in the corner between these two surfaces
downstream of the inlet. Similarly for the contraction exit, Fig.
12�a� shows the favorable gradient on the ceiling and Fig. 12�b�
shows the adverse gradient on the floor and sidewall, with the
minimum value of Cpo

��0� occurring in the corner upstream of
the exit. The rationale for choosing this geometry is discussed
below through the consideration of the CFD results across the
parameter space investigated.

Figures 13�a� and 13�b� show the variation of minimum pres-
sure coefficient near the contraction exit with the inlet second
derivative and inflection location for the minimum and maximum
Reynolds numbers, Re=1.2�106 and 7.2�106, respectively. The
minimum pressure coefficient always occurs at the corners of the
contraction floor and sidewalls near the exit. Figure 13 shows the

minimum pressure coefficient at the outlet to be weakly dependent
on the entrance second derivative and strongly dependent on the
inflection location for both Reynolds numbers. The least negative
minimum pressure coefficient occurs at an entrance second de-
rivative, z�−1=0, and inflection location, x�z�=0�=−0.6, support-
ing the qualitative discussion above based on the curvature distri-
bution: that is, for these parameter values the curvature near the
outlet is minimized and moved further upstream by moving the
inflection point closer to the contraction outlet; but in so doing the
curvature near the entrance is increased and reaches a maximum
for the parameter space.

Figures 14�a� and 14�b� show the variation of the global mini-
mum of the wall friction coefficient with the inlet second deriva-
tive and inflection location for the minimum and maximum Rey-
nolds numbers, respectively. The results for the global minimum
friction coefficient, which occurs near the contraction inlet, are
also consistent with earlier considerations on the curvature distri-

Fig. 12 Cpo
Distribution at the contraction exit from viscous „RANS… CFD

prediction, Re=7.2Ã106
„a… Floor and sides „b… Ceiling and sides
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bution. Minimum wall shear always occurs at the corners on the
entrance floor, showing this location to be the most critical for
separation. The friction coefficient here is a maximum for an en-
trance second derivative z−1� =0, and inflection location x�z�=0�
=−0.4; it decreases as the inflection point moves upstream and the
entrance second derivative increases, but for x�z�=0�−0.6 the
changes are minimal for z−1� �3. The parameters for the maximum
global friction coefficient also give the most negative pressure
coefficient at the outlet, demonstrating the trade-off of biasing the
inflection point toward the entrance or exit in terms of entrance
separation and minimum pressure at the outlet.

While the friction coefficient reduces to a minimum for the
parameters that correspond to the maximum of the outlet mini-
mum pressure coefficient, it does not reduce to zero, implying that
this geometry is still satisfactory for avoiding flow separation. The
present computational results are conservative in that the origin of
the turbulent boundary is some distance upstream of the likely
virtual origin of the contraction inlet boundary in the real tunnel;
hence the simulated boundary layer thickness at the contraction
inlet should exceed the actual thickness.

The prediction of separation at the inlet is difficult due to un-
known upstream flow conditions and complicated by the effects of
upstream turning vanes, the settling chamber, and turbulence man-
agement devices. For the AMC facility the turbulence manage-
ment device consists of a honeycomb located only a short distance
upstream of the contraction entrance. The honeycomb affects the
entrance flow due to its straightening effect by influencing the
bulk flow and by modifying both the mean velocity and turbu-

lence distributions of the upstream boundary layer. The turbulence
introduced by the honeycomb will promote boundary layer tran-
sition and help to avoid laminar separation at very low Reynolds
numbers. The honeycomb will also assist in avoiding turbulent
separation at high Reynolds numbers by suppressing the large
mixing eddies of the upstream flow generating a new, more ener-
getic turbulent boundary layer with a virtual origin slightly up-
stream of the honeycomb exit.

In the absence of further considerations, the CFD results imply
the best geometry to be that with entrance second derivative z−1�
=0 and inflection location x�z�=0�=−0.6, i.e., that giving the least
negative pressure coefficient �or the lowest cavitation number� at
the exit. In Fig. 2, however, it can be seen that for this geometry
the curvature must necessarily pass through a maximum just
downstream of the entrance, which as mentioned above is a maxi-
mum value for the parameter space. Figure 1 shows that for a
choice of an entrance second derivative z−1� =3 and inflection lo-
cation x�z�=0�=−0.6, the curvature at the entrance will be mono-
tonically decreasing. These later parameters were chosen over
those that gave the absolute maximum of the pressure coefficient
at the exit on the basis of a fairer geometry and decreasing curva-
ture at the entrance. This change has relatively little effect on
either the friction coefficient at the entrance or the minimum pres-
sure coefficient at the exit and is more favorable for avoiding the
Görtler instability of the contraction inlet boundary layer. The
centrifugal instability of boundary layers on concave surfaces �or
Görtler instability� leads to the formation of alternately rotating
streamwise vortices, as reviewed by Schlichting and Gersten �17�.

(a)

(b)

Fig. 13 Variation of minimum pressure coefficient, Cpo
, near

contraction outlet with the inlet second derivative and inflec-
tion point location from CFD prediction „a… Re=1.2Ã106

„mini-
mum for existing tunnel… „b… Re=7.2Ã106

„maximum for exist-
ing tunnel…

(a)

(b)

Fig. 14 Variation of global minimum friction coefficient, Cf,
near the contraction inlet with the inlet second derivative and
inflection point location from CFD prediction „a… Re=1.2Ã106

„minimum for existing tunnel… „b… Re=7.2Ã106
„maximum for

existing tunnel…
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The associated transverse flows produce periodic spanwise con-
centrations of low energy fluid that make the boundary layer lo-
cally more susceptible to separation in the adverse pressure gra-
dient region approaching the location of the maximum curvature.
The detachment of counter-rotating streamwise vortex pairs in this
region was observed by Lanspeary and Bull �18� at very low
Reynolds numbers �maximum of about 1�105� to cause strong
disturbances at the exit of an octagonal to a square wind tunnel
contraction. They ascribed this phenomenon to the combined ef-
fects of lateral and streamwise pressure gradients and the ampli-
fication of inflow nonuniformities by the Görtler instability.

The criterion for the Görtler instability involves the product of
the boundary layer thickness and wall curvature. For the contrac-
tion floor profile with z−1� =0 �shown in Fig. 1�, this product will
be initially zero; however z� increases rapidly with distance
downstream to reach a maximum at around 3.2 at x=−0.85. Here
the local value of the Görtler number will exceed that at x=−1.0
for the floor profile with z�−1=3 shown in Fig. 2. This crude
qualitative analysis indicates that the profile with z−1� =0 is not
necessarily preferable from the viewpoint of avoiding the Görtler
instability. In any case, the inlet boundary layers of the full-scale
water tunnel are likely to be turbulent, and their large scale mixing
eddies should reduce the coherence of any Görtler vortices and
mitigate their undesirable effects.

The CFD predictions for the entire parameter space investigated
show relatively small variations of test section boundary layer
thickness, streamwise velocity uniformity, and spanwise velocity
components of the core flow at the contraction exit reference sec-
tion. As shown by Morel �6�, for axisymmetric contractions,
streamwise velocity uniformity is essentially related to the mini-
mum pressure at the exit. For the chosen geometry, the streamwise
velocity uniformity and spanwise velocity components of the core
flow at the exit reference section were within �0.5% of the ref-
erence velocity.

In summary, the contraction geometry was chosen on the basis
of geometrical considerations supported by the CFD analysis and
the qualitative assessment of the effects of entrance geometry and
turbulence management devices on the inlet boundary layer. To
more fully investigate the performance of this geometry, the ef-
fects of the Reynolds number on the surface pressure distribution
and the Froude number on cavitation inception are discussed be-
low.

5.2 Surface Pressure Distribution. As shown in Figs. 11 and
12, pressure extrema occur at the corners on the floor of the con-
traction near the inlet and outlet. The peak at the inlet leads to
adverse gradients upstream of the contraction entrance that may
lead to separation, while that at the outlet controls the minimum
achievable test section cavitation number and test section flow
uniformity. Figures 15 and 16 show local plots of corner pressure
against longitudinal position, x, at the inlet and outlet, respec-
tively, from the various investigations performed. These include
inviscid and viscous �RANS� CFD computations for the existing
full-scale water tunnel and model-scale wind tunnel tests for the
chosen new geometry.

The inviscid flow computations provide results at effectively
infinite Reynolds numbers, whereas the viscous CFD results
shown in Fig. 15 are for the maximum and minimum Reynolds
numbers corresponding to a full-scale tunnel operation. The model
test results were obtained at a Reynolds number one order of
magnitude less than the maximum full-scale value. Both the in-
viscid and viscous CFD methods predict the adverse gradient up-
stream of the contraction entrance, but the inviscid method pre-
dicts a far greater adverse gradient and peak entrance pressure. A
difference in the peak pressure coefficient between the maximum
and minimum Reynolds numbers is also evident from the viscous
CFD. The experimental results show both reduced pressures up-
stream of the entrance and a significantly reduced peak pressure.
These variations with Reynolds number in the peak pressure and

adverse gradient show the displacement effect of the boundary
layer in fairing the contraction profile. They also show the classi-
cal inviscid theory to be quite conservative as regards the predic-
tion of entrance separation.

Similar effects are also evident at the outlet, as shown in Fig.
16. The lowest minimum pressure is predicted by the inviscid
CFD, with progressively less negative values predicted by the
viscous CFD for the largest and smallest Reynolds numbers and
the lower Reynolds number model tests. The viscous predictions
and model tests show that the minimum achievable cavitation
number should be slightly, but significantly, lower than that pre-
dicted from the inviscid analysis. The experimental results exhibit
a marked discontinuity in pressure gradient along the floor corner
at x=0, which is suggestive of turbulent reattachment behind a
laminar separation bubble. This feature is not evident in pressure
distributions measured along the centerline of the contraction floor
at the outlet.

Both the CFD and experimental results indicate that entrance
separation should not occur for the chosen geometry. As discussed
previously, this conclusion is considered conservative in view of

Fig. 15 Comparison of floor corner pressure distributions
near the contraction inlet from viscous „RANS… and inviscid
CFD predictions and experiment

Fig. 16 Comparison of floor corner pressure distributions
near the contraction outlet from viscous „RANS… and inviscid
CFD predictions and experiment
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the associated inlet boundary layer thicknesses exceeding the
likely values for the full-scale tunnel. This makes the outlet mini-
mum pressure the major design consideration in controlling the
minimum operable cavitation number.

Figure 17 summarizes the influence of the Reynolds number on
the outlet minimum corner pressure coefficient as obtained from
all CFD predictions and experimental results. The inviscid CFD
predictions indicate the limiting value of minimum pressure ex-
pected at infinite Reynolds number, �Cpo�min Re=�=−0.174. The
viscous CFD results from RANS calculations, for which the
boundary layer is turbulent within the contraction, show a mono-
tonic decrease in the outlet minimum pressure with increasing
Reynolds number. This is to be expected, as the magnitude of
surface curvature relief around the minimum pressure location
should decrease as the incident boundary layer becomes thinner.

The experimental results from low speed wind tunnel tests,
however, show a nonmonotonic variation of the minimum pres-
sure with Reynolds number. This is probably due to the movement
of a laminar-turbulent transition region past the minimum pressure
location in the upper Reynolds number range of the model tests.
At low Reynolds number a turbulent boundary layer may relami-
narize due to the high acceleration of flow in a contraction inlet
and, subsequently, retransition near the outlet as observed by
Nishizawa et al. �19�; at high Reynolds number the relaminariza-
tion disappears and the boundary layer within the contraction be-
comes fully turbulent. The above hypothesis for the nonmonotonic
effect of the Reynolds number on the minimum pressure in the
model tests was confirmed by inserting a 3 mm diameter trip wire
on all sides of the contraction at x=−0.32 to force the exit bound-
ary layer to be fully turbulent. As seen in Fig. 17, this produced a
monotonic variation of minimum pressure with Reynolds number
in the model tests; the minimum pressure was also increased due
to the boundary layer thickening effect of the trip wire. The mini-
mum outlet pressure decreases at a slower rate in this case, as the
boundary layer thickness near the outlet is dominated by the mo-
mentum deficit introduced by the trip wire.

The experimental pressure measurements with the trip wire in-
dicate that artificial thickening of the boundary layer within the
contraction might be used to decrease the minimum achievable
cavitation number of a water tunnel. This would depend on the
thickening device being installed far enough upstream to prevent

it from promoting cavitation. A further benefit would be the im-
provement of flow uniformity in the test section; the associated
costs would be increases in the contraction loss and test section
boundary layer thickness.

To provide a final comparison between the experiment and the
numerical methods, a further solution of the viscous CFD was
obtained for a Reynolds number of 500,000, which was near the
upper limit of the model tests. The result presented in Fig. 17
shows the inviscid CFD to be conservative, although a smaller
minimum pressure coefficient than that measured in the experi-
ment is predicted. The tripped experimental results and the vis-
cous CFD overall show a similar sensitivity to Reynolds number
variations but are offset by about 0.05 in �Cpo

�min. The latter shift
is attributable to differences in entrance boundary layer develop-
ment and the much thicker boundary layer at the exit due to the
trip.

Due to the complexity of flow phenomena within the contrac-
tion, there can be no unique relation between the outlet pressure
minimum and the Reynolds number. However, as shown by the
example in Fig. 17, the data can be broadly correlated by a power
law of the form

�Cpo
�min Re

= �Cpo
�min Re=� + ARe

−B �2�

where A and B are constants. This relation may be useful for
preliminary design purposes.

5.3 Cavitation Onset Prediction. Cavitation performance
may be characterized by the minimum achievable cavitation num-
ber at the exit reference position defined above. The pressure ex-
trema at the corners near the exit control the minimum cavitation
number only at higher Froude numbers. Here the reduction in
static pressure associated with the higher dynamic pressure ex-
ceeds the hydrostatic pressure imposed by the liquid column ex-
tending to the ceiling of the test section. At lower Froude num-
bers, cavitation will occur first on the ceiling, where the lower
static pressures will then dominate. The test section or reference
cavitation number �o may be found as a function of the dimen-
sionless test section velocity �i.e., Froude number, Fn� by calcu-
lating the local cavitation number from the contraction surface
pressure distribution. Assuming that the critical pressure is the
vapor pressure, the minimum reference cavitation number and in-
ception location may be found from equating the global minimum
of the local cavitation number, �l, to zero as follows:

�l =
p − pv
1
2	Uo

2
= Cpo

+ ��o�min +
2gz

Uo
2 = 0 �3�

The pressure coefficient Cpo
in Eq. �3� is evaluated with gravity

forces neglected, as these are explicitly given by the term 2gz /Uo
2,

and is thus a direct function of the flow pattern.
Figure 18 shows the reference cavitation number, �o, at incep-

tion as a function of the Froude number for four cases. These
include the inviscid prediction and viscous predictions at the
maximum and minimum Reynolds numbers analyzed; the case of
the Reynolds number varying with the Froude number corre-
sponding to a full-scale operation is also shown. At low Froude
numbers, where cavitation occurs on the ceiling, the incipient ref-
erence cavitation number is insensitive to viscous effects and is
closely proportional to the inverse of the dynamic pressure in-
crease or the inverse square of the test section Froude number;
i.e., the inception value of �o decreases as Fn increases.

Due to the uniform pressure distribution on the ceiling, the
local cavitation number is essentially zero everywhere on that
surface. This is confirmed by experimental observations, indicat-
ing that cavitation occurs uniformly on the test section ceiling as a
bubbly mixture. At higher Froude numbers the local cavitation
number minimum occurs only locally at the pressure minima in
the duct corners near the contraction exit, and the inception value
of �o increases with Fn.

Experimental observations show the floor cavitation to com-

Fig. 17 Comparison of predicted minimum pressure near the
contraction outlet from viscous „RANS… and inviscid CFD pre-
dictions and experiment
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mence in the corners and then spread over the whole floor width
as the Froude number is further increased. It occurs as transient
bubble and sheet cavitation, which is undesirable in that it can
affect pressure tappings connected to instrumentation in addition
to having adverse effects on testing. The opposing trends of the
inception cavitation number at the high and low Froude numbers
imply that there is a minimum attainable value of �o for inception
at an intermediate value of Fn for which the effects of dynamic
and hydrostatic pressure are balanced, as can be seen in Fig. 18.
At this Froude number the local cavitation number is zero over a
large area including the sidewalls.

As the global minimum of the local cavitation number at higher
Froude numbers occurs close to the test section entrance, it can be
assumed to be located at the test section floor level. For cavitation
inception to occur either on the ceiling or floor of the test section,
Eq. �3� then reduces to

�o = − �Cpo
�min �

1

Fn
2 �4�

where the 
 and � signs refer to the ceiling and floor,
respectively.

Therefore, for test section ceiling cavitation inception

�o =
1

Fn
2 �5�

and for test section floor cavitation inception

�o = − �Cpo
�min −

1

Fn
2 �6�

as �Cpo
�min on the test section ceiling is globally zero for both

inviscid and viscous cases.
Equation �5� describing ceiling cavitation inception is plotted in

Fig. 18 and shows the expected close agreement with points de-
rived from Eq. �3�. Equation �6� for floor inception is also plotted
using constant values of �Cpo

�min obtained for the cases of inviscid
prediction and viscous prediction at the maximum and minimum
Reynolds numbers for the AMC cavitation tunnel; the correspond-
ing �Cpo

�min values are −0.174, −0.14, and −0.13, respectively.
The compound curve constructed from the greater of the values
given by Eqs. �5� and �6� agrees closely with the points derived
from Eq. �3�. There is very little difference between the incipient
reference cavitation number for the maximum and minimum Rey-
nolds number cases, but these both differ significantly from the
inviscid case.

It should be noted that the minimum achievable cavitation num-
ber at low speeds will also depend on the absolute minimum static
pressure achievable in the test section. This, in turn, will depend
on the circuit characteristics between the test section and the lo-
cation of the free surface to which vacuum is applied and on the
tunnel vacuum system. The minimum cavitation number at high
Froude numbers, however, will normally be controlled by the
pressure minima occurring near the contraction exit.

At low Froude numbers, where cavitation is initiated on the
ceiling, there is virtually no difference between the inviscid and
viscous predictions of the incipient cavitation number for reasons
mentioned above. In the high Froude number regime, where cavi-
tation is initiated on the floor, the critical cavitation number is
noticeably lower for the viscous cases due to boundary layer dis-
placement effects on the pressure minima arising the from relax-
ation of the local freestream curvature. This also has the effect of
moving incipient cavitation to a higher Froude number, as shown
in Fig. 18. The presence of a minimum reference cavitation num-
ber at a particular Froude number makes it logical to design a
contraction with this value of Fn corresponding to a maximum
speed or Reynolds number. Equating Eqs. �5� and �6� gives the
following relations for the minimum �o and the corresponding Fn
value in terms of �Cpo

�min,

��o�min =
− �Cpo

�min

2
�7�

�Fn�min �O
=� 2

− �Cpo
�min

�8�

Table 1 compares the characteristics of several modern large
and medium scale cavitation tunnel facilities using asymmetric
contractions with data for the contraction analyzed in this study.
Assuming at least a similar contraction performance to that of the
present study, it can be seen for the larger facilities that their
maximum speeds correspond closely to the minimum inception

Fig. 18 Comparison of predicted contraction cavitation incep-
tion from viscous „RANS… and inviscid computations

Table 1 Comparison of basic parameters for several medium to large cavitation tunnels

Facility
max Uo
�m/s�

h
�m� max Fn

1 /Fn
2

�at max Fn� min �o

Fn
�at min �o� CR L /h

LCCa 18 3.05 3.32 0.091 0.13 2.82 6 3.93
HYKATa 12.6 1.60 3.18 0.099 0.16 3.18 4 4.81
GTH, large TSb 12 1.35 3.30 0.092 0.25 3.30 4.8 7.41
GTH, small TSb 20 1.14 5.98 0.028 0.065 5.98 10 5.26
AMC 12 0.60 4.95 0.069 0.041 3.80 7.11 4.17

aITTC Catalogue of Facilities �20�.
bLecoffre et al. �11�.
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value of �o found in this study. Presumably this is for the reasons
discussed, although higher speeds can be achieved with a rela-
tively small increase in the minimum achievable cavitation num-
ber. This is especially the case for smaller facilities where the
relatively thicker boundary layer will have a greater fairing effect
on the contraction profile.

6 Conclusions
A four-term sixth-order polynomial has been used to param-

etrize wall profiles for an asymmetric square section contraction.
It allows an independent choice of the inflection point location
and the value of the entrance second derivative.

A RANS-based CFD model for contraction design and optimi-
zation has been validated against observations of test section
boundary layer properties in the exisiting AMC cavitation tunnel.
This model has been applied to specify an improved contraction
geometry for the tunnel redevelopment.

Viscous CFD predictions showed that boundary layer displace-
ment effects may alter the effective curvature of the contraction
profile and reduce the magnitudes of local pressure extrema at the
contraction entrance and exit below the values predicted by invis-
cid CFD. The maximum pressure gradients and minimum achiev-
able test section cavitation numbers predicted by the viscous CFD
are correspondingly less than those predicted by inviscid CFD.

The prediction of cavitation onset has been discussed in detail.
The minimum cavitation number has been shown to be a function
of Froude number based on the test section velocity and height
that incorporate the effects of physical scale on cavitation tunnel
performance.

At low Froude numbers, cavitation will be initiated on the test
section ceiling for tunnels having an asymmetric contraction with
a horizontal roof. In this case, the minimum achievable cavitation
number is a function of the Froude number only.

At high Froude numbers, cavitation inception in this type of
tunnel will occur at the point of minimum pressure at the corner of
the floor near the contraction exit. The minimum cavitation num-
ber is then controlled by both the Froude number and the mini-
mum pressure coefficient experienced in the contraction.

Artificial thickening of the contraction exit boundary layer may
be used to decrease the minimum achievable cavitation number at
high Froude numbers and to improve test section flow uniformity
at the expense of increased contraction loss and higher test section
boundary layer thickness.

Acknowledgment
The authors gratefully acknowledge the support from the Aus-

tralian Research Council, the Australian Commonwealth Govern-
ment through the AusIndustry–Major National Research Facilities
Program, the Australian Maritime College, the Tasmanian Partner-
ship for Advanced Computing and the University of Tasmania.
The authors are also grateful for the provision of an academic
licence for the CFX software package.

Nomenclature
g � gravitational acceleration
h � contraction outlet height
p � static pressure
pi � reference pressure at the contraction inlet �de-

fined at the duct center, x=−1.68, y=0,
z=−0.2�

pmin � global minimum static pressure
po � reference pressure at the contraction exit �de-

fined at the duct center, x=0.12, y=0, z=0�
pv � vapor pressure
u � velocity parallel to the wall

u+ ,y+ � boundary layer inner variables: u+=u /u*; y+

=yu* /
u* � wall friction velocity=��w /	

y � wall normal coordinate for the boundary layer
x ,y ,z � coordinate directions nondimensionalized by

the contraction length: x longitudinal, y trans-
verse �horizontal�, z transverse �vertical� �ori-
gin on the test section centerline at the con-
traction exit�

xvis � x-component of viscous force acting on the
floor of contraction

Cpi � inlet static pressure coefficient= �p− pi� / 1
2	Ui

2

Cpo � outlet static pressure coefficient= �p− po� / 1
2	Uo

2

CR � contraction ratio �inlet area/outlet area�
Fn � Froude number=Uo /�gh
K � curvature
L � contraction length

Re � Reynolds number=hUo /
Ui � reference velocity at the contraction inlet �de-

fined at the duct center, x=−1.68, y=0,
z=−0.2�

Uo � reference velocity at the contraction exit �de-
fined at the duct center, x=0.12, y=0, z=0�

�* � boundary layer diplacement thickness
� � boundary layer momentum thickness

�o � cavitation number at the contraction exit refer-
ence position= �po− p� / 1

2	Uo
2

�l � local cavitation number= �p− p� / 1
2	Uo

2

	 � fluid density
 � kinematic viscosity

�w � wall shear stress

Subscripts
min � minimum

Appendix
A sixth-order polynomial was adopted to generate the contrac-

tion profiles as this enables an independent choice or variation of
the inflection point location and the first and second derivative
values at the entrance and exit. The coordinate system is defined
with the origin located at the exit of the contraction, with the x
coordinate directed positive downstream and the z coordinate di-
rected positive upward. If the first and second derivatives at the
exit are chosen to be zero, then only a four-term polynomial is
required,

z − z0 = ax6 + bx5 + cx4 + dx3 �− 1 � x � 0� �A1�

where z and x are nondimensionalized by the contraction length L.
Using the entrance ordinate, z−1, the entrance first and second
derivatives, z−1� =0 and z−1� , and the location of the inflection point,
xi, the following equation may be solved for the coefficients a, b,
c, and d:

�
1 − 1 1 − 1

− 6 5 − 4 3

30 − 20 12 − 6

30xi
4 20xi

4 12xi
4 6xi

4
��

a

b

c

d
	 = �

z−1

0

z−1�

0
	 �A2�

The solution to Eq. �A2�, found from a computational symbolic
manipulation using the program MAPLE, is given by
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�
a

b

c

d
	 =�

60z−1 + 3z−1� − 180xiz−1 + 10xi
2z−1� − 12xiz−1� + 120xi

2z−1

6�5xi
3 + 6xi + 1 + 10xi

2�
48z−1 + 2z−1� − 108xiz−1 + 6xiz−1� − 5xi

3z−1� − 60xi
3z−1

6�5xi
3 + 6xi + 1 + 10xi

2�
30z−1 + z−1� − 180xi

2z−1 − 10xi
2z−1� − 10xi

3z−1� − 150xi
3z−1

6�5xi
3 + 6xi + 1 + 10xi

2�

−
xi�180z−1 + 6z−1� + 20xiz−1� + 480xi

2z−1 + 300xi
2z−1 + 15xi

2z−1� �
6�5xi

3 + 6xi + 1 + 10xi
2�

	 �A3�
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Estimation of Cavitation Limits
From Local Head Loss Coefficient
Cavitation effects in valves and other sudden transitions in water distribution systems are
studied as their better understanding and quantification is needed for design and analysis
purposes and for predicting and controlling their operation. Two dimensionless coeffi-
cients are used to characterize and verify local effects under cavitating flow conditions:
the coefficient of local head losses and the minimum value of the cavitation number. In
principle, both coefficients must be determined experimentally, but a semianalytical re-
lationship between them is here proposed so that if one of them is known, its value can be
used to estimate the corresponding value of the other one. This relationship is experi-
mentally contrasted by measuring head losses and flow rates. It is also shown that
cavitation number values, called cavitation limits, such as the critical cavitation limit,
can be related in a simple but practical way with the mentioned minimum cavitation
number and with a given pressure fluctuation level. Head losses under conditions of
cavitation in sharp-edged orifices and valves are predicted for changes in upstream and
downstream boundary conditions. An experimental determination of the coefficient of
local head losses and the minimum value of the cavitation number is not dependent on
the boundary conditions even if vapor cavity extends far enough to reach a downstream
pressure tap. Also, the effects of cavitation and displacement of moving parts of valves on
head losses can be split. A relatively simple formulation for local head losses including
cavitation influence is presented. It can be incorporated to water distribution analysis
models to improve their results when cavitation occurs. Likewise, it can also be used to
elaborate information about validity limits of head losses in valves and other sudden
transitions and to interpret the results of head loss tests. �DOI: 10.1115/1.2969453�

Keywords: local head losses, cavitation, valve, orifice, pipeline design

Introduction

As dictated by Bernoulli’s equation, there is a drop in the pres-
sure of the permanent regime flow in a constriction, such as a
valve, due to increased velocity. The phenomenon of cavitation
can materialize if the pressure drop is big enough. It is also known
that local head losses take place primarily in the expansion, char-
acterized by the presence of vortices, which exist in the turbulent
wake, downstream of the point of flow separation. In addition
vortices contain regions of high velocity and hence low pressure.
These areas of low pressure are potential sites for vapor forma-
tion.

Cavitation reduces a device’s flow capacity, or, concurrently,
head losses are greater as the more intense cavitation is. Tullis �1�
set out several definitions of cavitation limits according to observ-
able effects on flow. These limits include the choking cavitation
limit, from which cavitation affects the flow capacity of a device.
Unless this limit is reached, even if cavitation takes place, the
effects of this phenomenon on head losses are practically negli-
gible and scale effect is appreciated �Ball and Tullis �2�; Tullis
�3��. Similarly, Testud et al. �4� studied experimentally the noise
generated by a single hole and a multihole sharp-edged orifice,
both with the same cross-sectional opening, in a water pipe. They
concluded that below the choking cavitation limit the multihole is
more silent than the single hole orifice. Also, it can be observed in
the experimental results that the head loss coefficient and the

choking cavitation limit are equivalent in both, indicating that the
distribution of cross-sectional opening should not have any effect
on these two coefficients.

Zhang and Cai �5� studied experimentally the geometric shape
of orifices that produce the same head loss with the aim of reduc-
ing the pressure drop associated with the cavitation risk. Similarly,
Zhang and Chai �6� indicated the importance of quantifying cavi-
tation in energy dissipation hydraulic works and, particularly,
when examining a serial arrangement of orifices to achieve this
goal. In this respect, there is a complementary wide technical
literature, such as ANSI/ISA �7� and Idel’cik �8�, which compiled
many particular empirical studies about head losses and cavita-
tion, in general without relation to each other.

From experimental determinations, the choking cavitation limit
for sharp-edged orifices is a function of geometric parameters
only, and the effect of the scale is negligible �Tullis �9�; Tullis and
Govindarajan �10��. Mishra and Peles �11� also reached the same
conclusion again for orifices. In this last paper, they examined the
size-dependent similarities and differences in cavitation, for which
purpose they use orifices measuring from just a few micrometers
to several centimeters. Additionally, as head losses are also depen-
dent on the geometric shape, it is possible to get an analytical
relationship between the head loss coefficient and the choking
cavitation limit in relatively simple sudden transitions, as shown
by Sarpkaya �12� and Nurick �13�. In the last two papers, the flow
has been characterized by means of the contraction coefficient.

One of the objectives of this paper was to predict the head
losses in a sudden transition for any boundary condition imposed
by the distribution system and especially in cases with uncertainty
about the cavitation impact on such head losses. In principle, two
independent coefficients, one for head losses and another for cavi-
tation, should suffice to characterize a particular transition and
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achieve the objective. On the other hand, information about head
losses in valves and other singular elements is relatively exten-
sive. However the one concerned on cavitation is scarce. Thus, it
is worthwhile to estimate the cavitation-related coefficient from
the head loss coefficient.

Additionally, the elements of valves are subject to drag force.
On top of the possible variability of head losses due to the dis-
placement of their closing elements are losses induced by the
potential impact of cavitation. By predicting head losses under
circumstances in which they are significantly affected by cavita-
tion, it will be possible to separate cavitation effect and, conse-
quently, to specify what effects the above displacement has on
head losses and draw conclusions about the behavior of such con-
trol devices.

Finally, the presence of cavitation does not imply a significant
effect on head losses, but other unwanted effects, such as noise,
vibration, and erosion damage, can be found. Therefore, another
objective of this paper is to develop a procedure for estimating a
value of the cavitation number for use as a reference against
which to compare and to determine other cavitation limits.

Materials and Methods
The hydraulics general equation for the study of local head

losses hf in transitions can be expressed as

hf = K� l

l�
,

l

l�
, . . . ,Re, . . . �U2

2g
�1�

As the length of a transition is relatively short, friction-induced
head losses are negligible as compared with separation-induced
losses. Additionally, rapidly varied flow in a transition between
straight cross-sections with uniform movement is often considered
in practice to be given in terms of fully developed turbulence.
Then, the Reynolds number Re is not part of the local head loss
coefficient K, and this only depends on the relations between the
geometric dimensions l, l�, l�. This way, local head losses in any
given geometric shape are characterized by a constant coefficient
K.

In a transition with identical sections at each end and disregard-
ing the differences of elevation between their centroids, the coef-
ficient is determined by

K =
p1 − p2

�
U2

2

�2�

Subindex 1 refers to section 1 immediately upstream of the tran-
sition, and 2 refers to the downstream section 2. � is the water
density, U is the mean flow velocity determined from the refer-
ence section, generally the nominal section, and �p1− p2� is the
pressure difference between the section immediately upstream of
the transition and the downstream section in which the regime
returns to uniform.

Because of the fact that for constant flow rate, head losses are
greater the more intense cavitation is, the minimum value Km of
the dimensionless local head loss coefficient has been used when
cavitation has no influence on head losses.

Besides, the dimensionless cavitation number � is used to char-
acterize the phenomenon of cavitation. Batchelor �14� showed this
parameter, in its general form, as the pressure over vapor pressure/
velocity head. In particular, for either the upstream or the down-
stream sections, this parameter is expressed as

�1 =
p1 − pv

�
U2

2

=
p1 − p2 + p2 − pv

�
U2

2

= K +
p2 − pv

�
U2

2

= K + �2 �3�

Another way of expressing the parameter �, often used in re-
search looking at cavitation in internal flows, is to divide by the

likewise dimensionless parameter K. This gives

�p1 =
�1

K
=

p1 − pv

p1 − p2
=

p1 − p2 + p2 − pv

p1 − p2
= 1 +

p2 − pv

p1 − p2

= 1 + �p2 = 1 +
�2

K
�4�

� is a parameter that characterizes the system-imposed pressure
boundary conditions. If the pressure in section 2 were equal to the
vapor pressure, there would be a vapor filled cavity stretching at
least as far as that section. In this case, �p2 would be equal to
zero, or the equivalent �p1 would be equal to 1.

In short, K characterizes head losses as � does for system-
imposed boundary conditions. When cavitation has influence on
head losses, they are related. Thus, we have proposed a relation-
ship between them, at first for sharp-edged orifices, in which up-
stream head losses can be neglected in comparison with down-
stream ones. Secondly, the relationship for transitions such as
sharp-edged orifices have been modified to extend it to general
transitions, such as valves.

Sharp-Edged Orifices. Flow expressions for sharp-edged ori-
fices were obtained by considering friction head losses negligible,
so they are due exclusively to separation effects and, therefore, are
concentrated where the streamlines are divergent �see the diagram
in Fig. 1�. Thus, the losses between sections 1 and c were ne-
glected, as the streamlines in this region are convergent, and only
the losses that take place in the flow expansion between c and 2
were considered.

On the other hand, the continuity equation was expressed as

Q = U · � = Uc · �c = Uc · Cc · �e �5�

where U is the mean water velocity in section � and Uc is the
mean water velocity in the contracted jet section �c. This latter
section is usually expressed as the product of the orifice section �e
multiplied by the contraction coefficient Cc. This latter is a classic
coefficient in hydraulics, which is dimensionless and is related to
the ratio between the section immediately upstream of the orifice
and the orifice section.

Bearing in mind that the head losses between sections 1 and c
are negligible, the difference between the respective pressure
heads is exclusively a function of the difference between the ve-
locity heads. Therefore, taking into account Eq. �5�, flow dis-
charge expressed as a function of the pressure difference is

Q = �� p1 − pc

�

2
�� �

Cc · �e
�2

− 1	 �6�

From the comparison between Eqs. �6� and �3� and Eq. �3�, it
can be found that when cavitation occurs in section c with inten-
sity enough for pc to lessen and approximately reach pv, the value
of �1 is minimum ��1m�, and this latter is a function of geometric

Fig. 1 Cavitating region downstream a sharp-edged orifice
and piezometric levels indicated by a differential air manometer

101302-2 / Vol. 130, OCTOBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



parameters only. It can be equated to the choking cavitation limit.
For the sharp-edged orifice in question, this limit is

�1m = � �

Cc · �e
�2

− 1 �7�

Due to the nature of Cc mentioned above, the coefficient �1m
characterizes the flow pattern upstream of the contracted section c.

To study the cavitation influence on head losses, the flow rate Q
has been expressed as a function of these, which are related to the
pressure head difference between the two end sections of the tran-
sition. Thus, head losses need to be included. Belanger–Borda’s
expression, in which head losses are related to the square of the
difference between velocities, is useful when considering that
head losses occur exclusively at the flow expansion between sec-
tions c and 2. Moreover, together with the continuity �Eq. �5��,
they can be expressed as

hf = H1 − H2 =
p1 − p2

�

 Hc − H2 =

�Uc − U�2

2g
= � �

Cc · �e
− 1�2U2

2g

= Km
U2

2g
�8�

Note that Km depends only on just the geometric parameters, as
was the case for �1m. Moreover, under the assumption of friction-
induced head losses being negligible, it characterizes the flow
pattern downstream of section c, unlike �1m, which characterized
the flow pattern upstream. Our proposal is that these two param-
eters, Km and �1m, should characterize a transition to simulate and
predict head losses under cavitation conditions.

From Eqs. �5� and �8�, flow can be expressed as

Q = �� p1 − p2

�

2
� �

Cc · �e
− 1�2 = ��p1 − p2

�

2
K

�9�

From the elimination of Q from Eqs. �6� and �9�, it is inferred
that p2� pc because Cc ·�e��. Additionally, due to the constraint
that within tap water �with nuclei�, the pressure cannot fall below
its vapor pressure pv, the flow �Eq. �9�� will be valid only if pc
� pv. When this limit materializes in section c, flow will be con-
ditioned by cavitation. This latter is denoted by Qv, which is ob-
tained by substituting pc by pv in Eq. �6�, giving

Qv = �� p1 − pv

�

2
�� �

Cc · �e
�2

− 1	 = ��p1 − pv

�

2
�1m

�10�

Notice that under the above stated conditions flow depends on p1
only.

In conclusion, in cases with the head losses upstream of section
�c being negligible and with the downstream flow pattern follow-
ing a sudden expansion from the contracted section �c=Cc �e, the
coefficients Km and �1m are related. The relationship in question
can be obtained by eliminating the ratio between �c and Cc �e
from expressions of �1m and K in Eqs. �7� and �8�, respectively, as
follows:

�1m = Km + 2�Km �11�

Valves. Valves are geometric transitions more complex than
sharp-edged orifices. In the case of a nonaxisymmetric flow pat-
tern, a conclusion in Rouse and Jezdinsky’s �15� paper is that
measurements of cavitation and pressure fluctuation made under
conditions of axial symmetry should not be applied quantitatively.
Besides, some particularities of flow inside valves must be borne
in mind. First, it could be possible that downstream of the closing
element of a valve, a cross jet section with uniform flow would
not occur. So then, an energy conservation equation could not be
applied between sections with nonuniform flow. Second, head

losses could not adapt precisely to a sudden expansion. Even so,
and being less precise than for circular orifices, it is worthwhile to
formulate an approximate expression for studying in a general
way a great number of possible specific cases. Thus, the relation
between the coefficients Km and �1m can also be approximated as
follows. In essence, a part of the head losses will also take place
in the expansion downstream of the regions in which the flow is
contracted, where the streamlines are divergent, and �c has been
used for the equivalent contracted section that would produce
such losses in a sudden expansion, such a what occurs down-
stream a sharp-edged orifice. In a manner akin to the way in
which Km was represented in Eq. �8�, the corresponding head loss
coefficient is now expressed as

Km = � �

�c
− 1�2

�12�

In contrast, with respect to cavitation, because flow in the re-
gion where the streamlines are convergent will not be axisymmet-
ric either, velocity distribution in the contracted jet section will be
more dispersed than in the axisymmetric flow, and cavitation
could now appear at particular locations under less severe condi-
tions. Therefore, bearing in mind the above mentioned particulari-
ties, the equivalent contracted section �c has been corrected with
coefficient r, which is positive and less than 1 and is characteristic
of every geometric shape. This coefficient attempts to take into
account the mentioned particularities. As shown in Eq. �7� for
sharp-edged orifices, �1m is a function of the geometric param-
eters and is now expressed as

�1m = � �

r · �c
�2

− 1 �13�

Eliminating the ratio between the nominal and the equivalent
contracted section from Eqs. �12� and �13�, a relationship between
Km and �1m can be obtained. Furthermore, on top of the head
losses in the expansion from the contracted region induced by the
closing element of valves, there are losses caused by separation
effects inside the body of such valves. Denoting the coefficient
that quantifies the closing element-independent upstream losses as
K0, already included in Km, the relation between Km and �1m is
now expressed as

�1m =
1

r2 ��Km − K0 + 1�2 − 1 �14�

The coefficient K0 will be small or even zero in valves in which
head losses are relatively low when they are fully open, as can be
the case with butterfly valves. For other valve types, in the ab-
sence of specific studies, the value of the coefficient Km for a
valve that is in a completely open position could be considered to
approximate K0 �more details about K0 and head losses for seat
valves can be found in Sánchez �16��. The value of r is harder to
approximate than K0 and is therefore only studied experimentally
in this paper.

Application. If the parameters Km and �1m are known, either
the head losses or the flow can be obtained from the system-
imposed boundary conditions. These conditions are characterized
by the cavitation number � in its forms �2 and �p2 shown in Eqs.
�3� and �4�.

Thus, Eqs. �9� and �10� for flow rate Q can be generally ex-
pressed, under both cavitating and noncavitating conditions, as a
function of the pressure difference between the sections upstream
and downstream of the singularity, p1− p2, or the head losses hf,
with

Q = ��p1 − p2

�

2
K

= ��2 · g · hf

K
�15�

where K is the only coefficient that has to be evaluated. This can
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be achieved with the function detailed below.
The value of K can be obtained from the value of the cavitation

number in its forms �2 �if p2 and U—or Q—are known� and �p2
�if p2 and p1 are known�. In the first case, if 0��2��2v, this last

being equal to �1m−Km, there would be cavitation and it would
affect the head losses. If �2��2v, either there would be no cavi-
tation or there would be but it would not affect the head losses. In
either case, coefficient K would be given by

K�0 � �2 � �2v→ K =
p1 − p2

�
U2

2

=
p1 − pv − �p2 − pv�

�
U2

2

= �1m − �2 � Km

�2 � �2v→ K = Km

� �16�

If the network is analyzed using the termed node head correction method, in which head pressures at nodes are corrected to fulfil
continuity equations, then the following formulation solves the analysis:

K�0 � �p2 � �p2v =
�1m

Km
− 1→ K =

p1 − p2

�
U2

2

=
p1 − p2

p1 − pv
· �1m =

�1m

1 + �p2
� Km

�p2 � �p2v→ K = Km

� �17�

On the other hand, if the loop flow correction method of net-
work analysis is used, in which flow rates are corrected to fulfil
energy equations, then Eq. �16� solves the problem. However, the
value of p2 is necessary and can be obtained from the previous
iteration.

In spite of the fact that �1 can be used instead of �2, it is useful
to determine the latter to quantify the head losses increased by
cavitation and to compare qualitatively the possible lengthening of
the vapor cavity. While �1m is the minimum value of �1, which is
reached when the pressure in the contracted section is equal to pv,
the minimum value of �2 is zero �when p2= pv�, and cavitation
materializes its effects on head losses when �2��2v. So, �2 gives
more information than �1.

To illustrate the utility of Eqs. �15� and �16�, a system such as
that shown in Fig. 2�a� has been considered. The system boundary
conditions are imposed by the tank levels. Additionally, if the
head losses in the pipes upstream and downstream of the valve V
are considered negligible, the pressures resulting from the above
boundary conditions can also be considered in the sections imme-

diately upstream and downstream of that valve. The coefficient K
has been calculated using Eq. �17� for each situation imposed on
the system, which is characterized by the parameter �p2.

Figure 2�b� shows the possible shapes of the curves plotting the
head losses in the valve V, or other transition, as a function of flow
rate for different boundary conditions indicated in Fig. 2�a�.
Curves �a� and �b� match permanent flow regime situations where
the water level in the upstream tank is constant, whereas the
downstream pressure changes. The opposite applies to curves �c�
and �d�, and the water level in the downstream tank is constant,
whereas the upstream pressure changes. All four curves have a
common section, depicted as a solid line, in which the cavitation
effects do not affect head losses. This is compatible with situa-
tions in which K=Km.

Additionally, where �p1��1m /Km or �p2��1m /Km−1, cavita-
tion effects affect head losses, the value of K depends on the value
of �p1, and, therefore, the relations between head losses and the
flow rate differ depending on the boundary condition, which is
changed. It can be seen that if p1 is constant, then Q is too,
irrespective of the value of p2, which conforms to Eq. �10�. This
also applies when p2 is constant and p1 changes. Under these
conditions, Q is a function of p1.

In a real system, because head losses in upstream and down-
stream pipes cannot be considered negligible, the hypothetically
observed lines would be positioned in-between the dashed plotted
curves. Therefore, the representation of hf�Q� is inadequate for
determining the parameters that quantify cavitation effects on
head losses. However, the one of K��1� represents the head losses
irrespective of the operation of the rest of the system components,
and it should then be an effective tool for determining such pa-
rameters.

Experimental Verification. The above mentioned develop-
ments have been verified experimentally. We tested the following
devices: three 7.56 mm, 8.93 mm, and 11.59 mm circular sharp-
edged orifices, a butterfly valve with a nominal diameter of
75 mm and a symmetric closing disk, and a hydraulically operated
seat globe valve with a nominal diameter of 50 mm. The orifices
were positioned in transparent methacrylate �see Fig. 3� and
opaque polyvinyl chloride �PVC� pipes with internal diameters of
16 mm and 16.2 mm, respectively. The two valves were posi-
tioned in their respective PVC pipes with the same nominal
diameters.

All the listed devices were arranged in a test rig. Figure 4 is a

Fig. 2 „a… Valve between two tanks. „b… Head losses as a func-
tion of flow under different system-imposed boundary
conditions.
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simplified diagram of the test rig. The diagram represents a closed
circuit whose storage element is tank T and the energy comes
from pump P, driven by a frequency converter-controlled electric
motor.

The measurement equipment was composed of the next ele-
ments. The electromagnetic flowmeter F was used to measure
flow, a digital differential manometer M2 was used to measure the
head losses in the tested elements V, and the digital manometer
M1 was used to measure the upstream pressure. Pressure h2 was
calculated as the difference between h1 and hf, measured by M1
and M2, respectively.

The distances between the element under testing and the mea-
surement and control elements L1, L2, L3, and L4 in Fig. 4 con-
formed to ISA �17� and ASAE �18� instructions. In particular, L2
and L3 were equal to one and five times internal pipe diameters,
respectively, while L1 and L4 were greater than ten and two times
this diameter.

The control of the boundary conditions during the tests was
achieved as follows. The upstream boundary condition was con-
trolled by valves Vr and V1, the above frequency converter, and a
combination of any of these elements. Because valves affect the
uniformity of flow downstream of them, it was done almost ex-
clusively using the frequency converter. The only way to control
the downstream boundary condition was to actuate on valve V2.

The upstream and downstream boundary conditions of the ele-
ment under testing, V, were relations between the pressure heads
h1 and h2, respectively, and flow Q. For predicting head losses in
the tested element under the particular conditions imposed in the
test rig, these last ones in a permanent regime have been modeled
by the following two equations:

h1 = a0 · N2 + a1 · N · Q + a2 · Q2 �18�

Q = CD
�h2 − 	z �19�

Equation �18� is a standard expression for pumping head char-
acteristic curves and is applicable in this case if Vr is closed. N
represents the relation between the real frequency provided by the
converter and the nominal frequency of the motor that drives the
pump. The coefficients a0, a1, and a2 were obtained by fitting. The
last two coefficients appear to account for the head losses in the
pipes making up the upstream section, whereas the first coefficient
gives the pressure head with zero flow.

As regards the downstream section, the coefficients CD and 	z

of Eq. �19� were also obtained by fitting. In physical terms, the
second coefficient means the height difference between the free
water level in tank T and the section at which h2 is measured. CD
covers the head losses in both V2 and the downstream pipes,
assuming a full turbulence regime. Additionally, if the vapor cav-
ity extends to the downstream manometer tap, the approximate
boundary value of the measure here would be pv, and then this
boundary condition would be p2
 pv.

As far as the test procedure is concerned, the above devices
were tested under constant downstream and upstream discharge
conditions. In the first case, valve V2 was fixed in a fully open
position. This way we were able to model this condition using Eq.
�19�, unless the vapor cavity had, due to its extension, affected the
measurements of p2. In the case of the fixed upstream condition,
the tests were run with valve Vr at a closed position, V1 at a fully
open position, and pump P at a constant rotation regime. All the
tests were run with tap water contained in tank T at a temperature
of approximately 20°C, and the absolute vapor pressure at the
saturation point considered was 2.4 kPa. As observed experimen-
tally by Tullis and Skinner �19�, air injection downstream the
valves reduces the critical cavitation index and the magnitude of
the low frequency pressure fluctuations but not the local head loss
coefficient, so the presence of small quantities of dissolved or
undissolved air in water should not affect the determinations of
either the last mentioned coefficient or the choking cavitation
index.

Also, the closing elements of valves were subject to the force
generated by the fluid. As Sarpkaya �12� had observed and ana-
lyzed, the drag force on the round disk of an axisymmetric but-
terfly valve generates a torque that tends to close the valve.

Even though the tested butterfly valve has a latching device
designed to fix the position of the handle and, therefore, the round
disk, the tests were achieved with strictly increasing flows up to
the maximum test flow and then immediately switched to a de-
creasing sequence of flows with the aim of detecting the effects of
any possible disk displacement. This way, the position of the disk
at the end of the test should be equal to or even more closed than
that at the beginning, and consequently Km should be greater or
equal at the end of the test than at the beginning. A similar pro-
cedure was followed for the hydraulically operated seat globe
valve, also to detect changes in position in the closing element.

For every orifice and for the two valves at every position of
their closing element, the parameters Km and �1m were obtained
experimentally by minimizing the minimum relative squared error
defined as


r
2 = 

i

min�� Ki

Km
− 1�2

,� �1i

�1m
− 1�2	 �20�

where Ki and �1i were calculated from observed data using Eqs.
�2� and �3�. Values are given in the figures in the Results section
with Km��
Km and �1m��
�1m, where the second terms are the
corresponding part of the error standard deviations from Eq. �20�.

Cavitation Limits. The cavitation limit studied so far is inad-
equate for pipeline design purposes, and other limits such as in-
cipient and critical cavitation limits are used. These other limits,
where cavitation does not take place across the whole contracted
section, will occur under less severe boundary conditions and will
be positioned to the right of the curve defined by Eq. �11� for
sharp-edged orifices and by Eq. �14� for valves in the respective
Km��1m� diagram. Turbulence regime-specific pressure fluctua-
tions should play a role in the process under conditions where
cavitation takes place but are not strong enough to reach the in-
tensity corresponding to �1m. These cavitation limits can conceiv-
ably be related to �1m.

Turbulence regime-specific pressure fluctuations will produce
points at which vapor pressure will approximately be reached dur-
ing relatively short periods, even if the mean pressure throughout
the contracted section is considerably bigger than the vapor pres-

Fig. 3 View of cavitating flow downstream of one of the tested
sharp-edged orifices

Fig. 4 Hydraulic schematic diagram of the test rig
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sure. In addition, although the root mean square values of pressure
fluctuations do not vary with the jet speed, as noticed by Ran and
Katz �20�, the probability distribution changes significantly, caus-
ing a reduction in the incipient cavitation index with increasing
velocity. However, considering that the pressure pulses close to
the contracted section could be approximately proportional to the
squared velocity pulses, as dictated by Bernoulli’s equation for
steady regime, for a pressure pulse intensity p�, the relation be-
tween a cavitation limit �1f with pressure fluctuation p� and �1m
would be

�1f =
p1f − pv

�
U2

2

=
p1 − pv + p�

�
U2

2

= �1m +
p�

�
U2

2

= �1m +

c� · �
Uc

2

2

�
U2

2

= �1m +
c�

�Cc · �e

�
�2 �21�

In particular, for sharp-edged orifices, with the relations shown
in Eqs. �7� and �8� between the section relation and the coeffi-
cients Km and �1m, Eq. �19� expressed as a function of the latter
coefficient is

�1f = �1m + c� · �1 + �1m� �22�

The coefficient c� indicates the amplitude of the pressure fluctua-
tion with respect to the velocity head at the contracted section for
the value �1f.

Results and Discussion
The points in Fig. 5 show the experimental results for head

losses as a function of flow in circular sharp-edged orifices placed
in the 16 mm diameter pipe and with the fixed downstream
boundary condition. Curves predicting the head losses according
to Eq. �15� with K=Km �curves �a�� and with K=�1m /�p1 �curves
�b� and �c�� have also been plotted. Curve �b� corresponds to the
discharge condition according to Eq. �19�, whereas �c� denotes the
condition h2=hv. This approximates the minimum possible pres-
sure head in the section where the downstream pressure is mea-
sured and is equivalent to K=�1m. Therefore, curve �c� is an un-
surpassable limit, as these results also confirm. This curve has
been obtained using �p1=1, which corresponds to the boundary
condition h2=hv.

Km and �1m values were obtained experimentally by minimiz-
ing the relative error, as shown in Eq. �20�. We have circled the

experimental observations in which the calculated value is �p1
��1m /Km, indicating that cavitation should have a significant ef-
fect on hf.

Points plotted in Fig. 6 show the calculated K and �1 values
from the experimental observations shown in Fig. 5, and the solid
lines indicate the result of Eqs. �15� and �17�. Also, we have
represented Eq. �11� and the experimental determinations of Km
and �1m by points alongside their coordinates. Being unique for
all the boundary conditions, this representation can be used to get
parameters Km and �1m, meaning that, as far as head losses are
concerned, the tested orifices have been characterized.

As shown in Fig. 5, the two parameters predict the operation of
the orifices under the imposed boundary conditions, save that it is
not possible to predict whether the possible vapor cavity will ex-
tend far enough to shift the downstream condition in the down-
stream testing pressure tap and, if it does, for what flow value it
will do so.

Figure 7 shows additional experimental results carried out on
the orifice of diameter d=8.93 mm, placed in a PVC pipe with a
16.2 mm internal diameter. Both the downstream and the up-
stream boundary conditions were manipulated, and we found that
the theoretical curves plotted in Fig. 2�b� were confirmed experi-
mentally. Apart from the observations and prediction curves for
head losses, Fig. 7 also includes the imposed boundary conditions
h1�Q� and h2�Q�, and their difference h1−h2�Q�.

The results represented by solid points are similar to those al-

Fig. 5 Experimental and predicted results of head loss tests on sharp-edged orifices of
diameter d in a pipe with an internal diameter D=16 mm

Fig. 6 Results of the proposed analysis applied to data from
Fig. 5
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ready shown in Fig. 5, i.e., where the downstream boundary con-
dition was constant and, particularly, V2 was in a fully open po-
sition, whereas the empty points represent the results in which the
upstream boundary condition was constant and, particularly, Vr
was closed and V1 was in a fully open position, meaning that
h1−h2�Q� was the maximum possible head loss. The meanings of
curves �a�, �b�, and �c� are unchanged, although �b� is now split
into two: curve �b1� corresponds to the fixed downstream bound-
ary condition and curve �b2� corresponds to the fixed upstream

boundary condition. The points that are below the line that corre-
sponds to the imposed condition h2�Q� have been circled in Fig. 7.
The explanation for this is that the vapor cavity has extended far
enough to affect the measurement of the pressure difference with
a manometer M2. Note that the empty points corresponding to the
fixed upstream boundary condition are still on the head loss pre-
dicting curves �a� and �b2�, whereas all the solid points are not
positioned on curve �b1�. The circled observations do not exactly
represent the head losses, as they are above the h1−h2�Q� curve,
i.e., line �b1� does not predict that the experimental determinations
do not match hf. However, it is clear from Fig. 8 that this topic is
no longer relevant in the analysis based on the K��1� representa-
tion, which simplifies and further specifies the determination of
the parameters Km and �1m. Also the points circled in Figs. 7 and
8 correspond to the same situation.

The value of Km obtained experimentally for the 8.93 mm di-
ameter orifice in the 16 mm pipe was 14.0�0.2, whereas it was
14.6�0.3 for the 16.2 mm pipe. These results satisfy the
Belanger–Borda expression shown in Eq. �8�.

The points in Fig. 9 represent the experimental results of testing
the butterfly valve with its round disk positioned at 45 deg. The
points have been placed on two different curves, labeled as “Q
increasing” and “Q decreasing,” essentially obeying the fact that
the position of the disk in the valve might change during the test.
Figure 10 illustrates this more clearly. Similarly, we have plotted
the curves that predict head losses according to Eq. �15� with K
=Km �curves �a�� and with K=�1m /�p1 �curves �b��. The fitted

Fig. 7 Experimental results of head loss tests and predicted curves on the sharp-edged
orifice of diameter d=8.93 mm in a pipe with an internal diameter D=16.2 mm

Fig. 8 Results of the proposed analysis applied to data from
Fig. 7

Fig. 9 Experimental and prediction results of head loss tests on a butterfly
valve with a nominal diameter of 75 mm and a closing disk at 45 deg
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discharge condition h2�Q� has also been represented, and unlike
head losses, the observations are explained by a single curve.

As in the case of sharp-edged orifices, parameters Km and �1m
were fitted from the experimental determinations shown in Fig. 10
by minimizing the relative error shown in Eq. �20�. In this case,
two curves have been plotted to explain the observations for two
disk positions. Accordingly, it can be said that the test started with
the round disk in a position where K=35.5�0.5, and it ended
with the disk in another where K=40.3�0.6. This change in po-
sition can be explained, bearing in mind the fact that the drag
force on a disk tends to close it. Note also that according to the
values of the �1m error standard deviations, the Q decreasing
curve explains the respective experimental results slightly better
than the Q increasing curve. This suggests that once the “Q maxi-
mum” has been reached, the position of the disk must have been
unchanged, whereas during the flow increasing phase, it must
have changed in position little by little several times. This is con-
sistent with the fact that the force on the disk, which tends to close
it, will be all the greater, the greater the flow is. When that force
overcomes the static friction force that keeps the disk in its place,
the disk must move.

Equation �17� was also used to predict and characterize head
losses in the tested butterfly valve. We found that, as was foresee-
able, Eq. �11� for sharp-edged orifices does not explain the deter-
minations of Km and �1m, as was already mentioned in the Mate-
rials and Methods section. Experimental results fell to the right of
the curve of Eq. �11�, which can be interpreted as the valve got
into cavitation, as far as head losses are concerned, under less
severe conditions than a sharp-edged orifice with the same Km
coefficient.

Figure 11 represents the experimental determinations of Km and
�1m for several positions of the butterfly valve and the seat globe
valve. Note that they are all still to the right of Eq. �11� and that a

value of r=0.79 with K0=0, introduced in Eq. �14�, would explain
these values for the butterfly valve. Similarly, the coefficients r
=0.81 and K0=5.46 would explain the results in the case of the
seat globe valve, and not all the points are now positioned to the
right of Eq. �11�.

The values of the characteristic parameters can be used to
elaborate the information for practical or rather “immediate” valve
use, as shown in Fig. 12 for the butterfly valve. The imposed
conditions have been defined in this case as a function of the
downstream pressure head h2. One point of the graph Q�hf� would
require a downstream value of h2 equal to the one of the curve
that goes through that point plus a safety margin.

To quantify this safety margin, Eq. �21� and its particular ex-
pression for sharp-edged orifices �Eq. �22�� reflect an attempt at
approximating the magnitude of the pressure pulses through the
intensity or continuity of cavitation. Taking Tullis’ �3� experimen-
tal determinations about the critical and incipient cavitation limits
for three sharp-edged orifices, Figs. 13 and 14 show a possible
explanation based on Eq. �22�. These results clearly show that as
the author stated and as quantified by empirical equations, the
effect of scale is patent. Besides, Arndt �21� suggested quantifying
this effect of scale on incipient cavitation by studying semiempiri-
cally the pressure drop inside a vortex produced in the wake of a
disk and expressed the incipient cavitation index as a function of
geometrical dimensionless parameters, Strouhal number St and
Re. Also, Katz and O’Hern’s �22� results were consistent with the
assumed trend of the cavitation inception index of sharp-edged
bodies to increase with Re. Thus, we have adopted c��D0.5 since
it has shown a reasonable agreement with the experimental re-
sults. If this approximation is accepted, apart from characterizing
each singularity, the parameter �1m also serves as a reference for
other less severe cavitation limits that are more useful for design
purposes than �1m itself.

The above presented results for evaluating design cavitation
limits are certainly limited and call for further research. In par-
ticular, it should be interesting to have at one’s disposal the actual

Fig. 10 Results of the proposed analysis applied to data from
Fig. 9

Fig. 11 Relations between experimentally determinated values
of Km and �1m on the two tested valves

Fig. 12 Head loss curves in the tested butterfly valve for dif-
ferent valve positions and approximate validity bounds as a
function of the downstream head pressure

Fig. 13 Explanation of the relation between the critical cavita-
tion limit values determined by Tullis †3‡ and the head loss co-
efficient based on the influence of the pressure fluctuation
level
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values stated by the valve’s manufacturers for contrasting the pro-
posed expressions and evaluating the coefficient c�.

Conclusions
Head losses under cavitating flow conditions in sudden transi-

tions, such as valves, can be predicted because they are character-
ized by the parameter �1m, in addition to the traditional head loss
parameter Km. The latter characterizes the flow pattern down-
stream of the section in which cavitation takes place, whereas �1m
characterizes the flow pattern upstream of this section. In prin-
ciple, both parameters must be determined experimentally. Head
loss formulation under cavitation flow conditions is relatively
simple, so it could become extensive in a distribution network
calculation software improving its results.

The proposed head loss evaluation method splits the cavitation
from other effects, including the displacement of valve closing
elements due to the drag force. The influence of cavitation on the
head loss coefficient has been quantified. As a consequence, un-
certainties about whether or not cavitation has influenced local
head losses during tests are removed. Even if the vapor phase
extends to the downstream pressure tap of the transition, the de-
termination of the two parameters that characterize and quantify
such head losses is not conditioned.

If the parameter Km for a singularity is known, it is possible to
approximately estimate �1m, or vice versa. For design purposes,
this last parameter can be used to determine the maximum flow
for which head losses are not affected by cavitation under certain
system-imposed boundary conditions. However, as cavitation can
occur even if the flow does not surpass that maximum, it is worth
taking into account a given safety margin to allow for pressure
fluctuations in the flow. In this respect, �1m can be adopted as a
reference value to estimate other cavitation levels on the basis of
the pressure fluctuation-velocity head ratio.
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Nomenclature
a0, a1, a2 � fitting coefficients for the Q-H curve of a

pump �L ,L−2 ·T ,L−5 ·T2�
c� � fluctuation coefficient
Cc � contraction coefficient
CD � discharge coefficient �L5/2 ·T−1�

g � gravitational acceleration �L ·T−2�
H � energy head �L�
h � pressure head �L�

hf � head losses �L�

K � local head losses coefficient
K0 � part of local head loss coefficient independent

of the operation of the closing element in a
valve

l, l�, l� � length inside the singularity �L�
p � pressure �M·L−1 ·T−2�

p� � pulse pressure �M·L−1 ·T−2�
Q � flow rate �L3 ·T−1�
r � axial-asymmetry coefficient

Re � Reynolds number
St � Strouhal number
U � mean water velocity at uniform pipe sections

�L·T−1�
	z � elevation difference �L�

r � relative error
� � specific weight �M·L−2 ·T−2�
� � density �M·L−3�

�, �p � cavitation numbers
� � cross-sectional area �L2�

Subscripts
1 � at upstream section
2 � at downstream section
c � contraction of flow
e � obstructed section
f � fluctuating

m � minimum
v � vapor
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Influence of Torque on the Lift and
Drag of a Particle in an
Oscillatory Flow
In the work of Fischer et al. (2002, “Forces on Particles in an Oscillatory Boundary
Layer,” J. Fluid Mech., 468, pp. 327–347, 2005; “Influence of Wall Proximity on the Lift
and Drag of a Particle in an Oscillatory Flow,” ASME J. Fluids Eng., 127, pp. 583–594)
we computed the lift and drag forces on a sphere, subjected to a wall-bounded oscillatory
flow. The forces were found as a function of the Reynolds number, the forcing frequency,
and the gap between the particle and the ideally smooth rigid bounding wall. Here we
investigate how the forces change as a function of the above parameters and its moment
of inertia if the particle is allowed to freely rotate. Allowing the particle to rotate does not
change appreciably the drag force, as compared to the drag experienced by the particle
when it is held fixed. Lift differences between the rotating and nonrotating cases are
shown to be primarily dominated in the mean by the pressure component. The lift of the
rotating particle varies significantly from the fixed-particle case and depends strongly on
the Reynolds number, the forcing frequency, and the gap; much less so on the moment of
inertia. Of special significance is that the lift is enhanced for small Reynolds numbers
and suppressed for larger ones, with a clear transition point. We also examine how the
torque changes when the particle is allowed to rotate as compared to when it is held
fixed. As a function of the Reynolds number the torque of the fixed sphere is monotoni-
cally decreasing in the range Re�5 to Re�400. The rotating-sphere counterpart expe-
riences a smaller and more complex torque, synchronized with the lift transition men-
tioned before. As a function of the gap, the torque is significantly larger in the fixed
particle case. �DOI: 10.1115/1.2969456�

1 Introduction
The experimental determination of the lift and drag on a par-

ticle in a wall-bounded flow is very challenging, as recounted by
Rosenthal and Sleath �1�. In Refs. �2,3�, hereafter referred to as
FLR02 and FLR05, respectively, we used instead numerical
means to obtain these forces. Our results, which were shown to be
consistent with the fluid laboratory experiments of Rosenthal and
Sleath, significantly extend the range of parameters for which the
lift and drag are now known.

In FLR02 the particle was placed a small distance away from
the wall and the forces were then characterized as a function of
the forcing frequency and the Reynolds number. The dependence
of lift and drag on the forcing frequency, or Keulegan–Carpenter
number, was dramatic. The key findings were to show that the lift
force is significantly enhanced by the choice of Keulegan–
Carpenter number and that the lift, even when compared to a
fairly wide range of buoyancy forces, is important in the physical
setting. In FLR05 we added the gap number, or distance between
the sphere and the bounding wall, to the parameter list. In doing
so we found that the sphere experienced suction and repelling
effects, depending on the gap number and the forcing frequency.
We also found that the nature of the lift force changed from
viscous-dominated to pressure-dominated when the Keulegan–
Carpenter number, the nondimensional forcing period, is varied.
We also showed that there are only a few degrees of freedom in
the spectrum of the forces, suggesting that a reduced but fairly
complete analytical model could be formulated for these forces,
and such model be accurate for a large range of forcing frequen-
cies.

In the present study we add a rotational degree of freedom to
the particle and investigate how lift and drag are modified, as
compared to the lift and drag of the same particle, held fixed. We
will also quantify the changes in the torque. The primary focus,
however, will be to characterize the lift, which we want to de-
scribe as a function of the Reynolds number, the forcing fre-
quency, the gap between the sphere and the wall, and the moment
of inertia of the particle; the near-term goal is to determine
whether rotational freedom will change significantly the amount
of lift experienced by a particle, a sensible possibility, at the out-
set. To suggest that allowing for rotation in the calculation of the
lift and drag is of significance is inspired by the work that has
been done on flow around circular cylinders. Oscillatory flow
around a circular cylinder has been frequently studied: See Refs.
�4–6� and the references contained in these works. However, as
was demonstrated in FLR02 and FLR05, lift and drag estimates
from cylinders in an oscillatory flow cannot be extrapolated to the
spherical particle case, since the flow is fundamentally different.

The long term goals of this line of inquiry are to provide robust
data and functional trends of the basic forces on ideal particles,
with which to �1� infer the mechanics of particle dislodgement and
suspension in oscillatory flows, such as those ocurring under the
action of tidal motion, rhythmic sedimentation, and some indus-
trial processes; and to �2� improve the parametric description of
models for what are commonly referred to as “inertial particles” in
the sedimentation literature. With regard to the first goal, it would
seem that extrapolating sediment dynamic models from what oc-
curs to a single particle is unrealistic. Yet, the basis of some of the
most often cited models for the motion of sedimentary/erodible
beds in these natural settings relies on a real or perceived under-
standing of how individual particles move under the influence of
the surrounding fluid, how particles respond to fluid stresses, and
how the energy dissipation balance plays out. Of note is that the
lift and buoyancy forces enter in the parametrization of dislodge-
ment and/or suspension of the sediment �see Ref. �7� and the
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references contained therein; also see the original work of Bag-
nold �8� and the extension of this model to the oceanic setting by
Bailard in Ref. �9��. In any event a thorough study of the single
particle in an oscillating boundary layer bounded by an ideally
smooth bounding wall, we feel, is a necessary first step in tackling
the more physically relevant case of a bed of multidispersive par-
ticles subjected to oceanic/fluvial hydrodynamics. With regard to
the second goal, inertial particle models depend critically on our
understanding of how individual as well as finite collections of
particles move and interact in a flow �see Ref. �10�; also, see Ref.
�11� for references to the inertial particle literature�.

Several studies have considered the forces on a sphere in a free
flow. Of note are recent papers on flows over particles forced to
rotate, for example, Refs. �12,13�; see also Ref. �14� for an ex-
perimental report on the matter. The results from these studies
have important practical applications as well as popular interest,
for example, the role played by forced spin on the trajectory of
baseballs, tennis balls, and golf balls. In our study, however, we
do not force the particle to spin, but rather, we allow it to freely
spin in response to the shearing forces and we ask how the basic
forces change by allowing for this degree of freedom.

In Refs. �15–17� the effect of free rotation on the motion of a
solid sphere in an unbounded steady shear flow was examined
�see also Ref. �18��. For flows with moderate Reynolds numbers,
from 0.5 to 200, the results most relevant to our work were their
findings as follows: �1� Rotation has a little effect on the drag. �2�
There is a range of flows wherein the effect of allowing the par-
ticle to freely rotate leads to outcomes that are different from
existing analytical estimates. �3� The effect of rotation on the lift
is Reynolds-number �Re� dependent: For small Re the effect is
very small, in accordance with Saffman’s results �19,20�; beyond
Re�200 the effect again becomes negligible. In the range Re
=5–100, in particular, they found that the torque-free condition,
i.e., steady state, generates a significant increase in the lift. This
excess lift is attributed to a Magnus lift effect—of a sphere forced
to spin at a rate �st=T /8��D3, the terminal value in a steady
shear flow �T is the torque, D is the diameter of the sphere, and �
is the viscosity�—and that this excess is additive. �4� At moderate
Re they observe that �st can be uniquely parametrized by Re
alone, yielding a simple power law expression for �st as a func-
tion of Re.

We show in this study that the results obtained for a sphere that
is freely rotating in a wall-bounded oscillatory flow are different
from the results obtained in Ref. �15� for the steady shear flow
case. Notably, we did not find an obvious way to decompose the
forces into a fixed and rotational component, i.e., it could not be

expressed as the sum of two fields, because the forces change
qualitatively with parameters.

Wall-bounded forces on a rigid sphere were examined in Ref.
�21�. They found that for flows with Reynolds number smaller
than 100 the lift decreases with Reynolds number and increases
for larger Reynolds-number flows. This is different from the os-
cillatory flow case we will present. However, the steady-flow case
they considered and ours have a qualitative similarity with regard
to the tendency of the lift to drop as the gap separating the sphere
from the wall is increased.

2 Preliminaries
In order to calculate the forces as well as the flow we will be

using a high-order spectral element time-dependent Navier–
Stokes equations solver. The domain is infinite away from an ide-
ally smooth rigid wall of infinite extent on which the no-slip
boundary condition is applied. No-slip boundary conditions for
the fluid are applied at the boundary of the sphere as well. The
flow is forced to oscillate in time, so that in the absence of the
sphere the velocity reverses direction smoothly. The sphere has a
fixed diameter of 1 and the fluid has a density of �0ª1 in appro-
priate dimensional units.

As in FLR02 and FLR05 the Reynolds number is defined as
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Fig. 1 Velocity profiles, given by Eq. „3…, shown at equal intervals in time over the
course of one period of oscillation. Re=100. „a… �=80 and „b… �=300. The horirontal lines
depict the top and bottom positions of a unit-diameter sphere in „a… for gaps �=0
„dashed… and �=0.5 „solid…, and in „b… for gaps �=1 „dashed… and �=0.5 „solid….
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Re ª UD/�
where the characteristic length-scale D is the particle diameter,
and the convective time-scale is D /U. U is the amplitude of os-
cillation in the far-field velocity and � is the kinematic viscosity.
The nondimensional forcing period, otherwise known as the
Keulegan–Carpenter number, is

� ª TU/D
where T is the period of the forcing. The gap number is

� ª d/D
and it represents the ratio of the distance between the edge of the
sphere and the wall and D.

In adding a rotational degree of freedom to the particle the flow
configuration is now characterized by four parameters: the
Keulegan–Carpenter number, the Reynolds number, the gap, and
the moment of inertia of the sphere �which in turn depends on the
relative density for a given diameter D�. The dependence of the
forces on the relative density

R ª �/�0

will be briefly examined in this study. Here �0 is the density of the
fluid.

The computational scheme and parameters are described in
FLR02 and FLR05. We thus only summarize how the original
computational framework is modified to account for the rotating

Fig. 3 Dependence on Reynolds number. R=0.95, �=80, and �=0.25. Time series of the drag, lift,
torque, and angular deflection for a freely rotating particle: „a… Re=5, „b… Re=100, „c… Re=200, and „d…
Re=400. For a nonrotating particle: „e… Re=200 and „f… Re=400.
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degree of freedom of the sphere. A no-slip boundary condition is
enforced at the sphere’s surface. The sphere’s angular acceleration
is derived from

T = I
d�

dt
�1�

where the torque T is evaluated by integrating the contributions of
the shear stress over the sphere and I is the moment of inertia of
the sphere. A second-order Adams–Bashforth scheme

�n = �n−1 +
	t

I
�3

2
Tn−1 −

1

2
Tn−2� �2�

is used to integrate the angular acceleration. For the density ratios
and time step sizes considered �the latter governed by the standard
Courant-Friedrichs-Lewey �CFL� condition restrictions arising
from explicit treatment of the nonlinear terms in the Navier–
Stokes equations� no additional stability restrictions on Eq. �2�
were encountered �see Ref. �22��.

The dimensionless torque coefficient, hereon called the normal-
ized torque, is reported as

CT ª
2�T�
SD

where

S ª

1
2�0AU2

and A=�D2 /4. In what follows we mean by lift and drag the
coefficients CL=Fz /S and CD=Fx /S, respectively.

In the absence of the sphere the flow field is described analyti-
cally as

ub = �sin�2�t

�
� − e−z/
 sin�2�t

�
− z/
�,0,0� �3�

which corresponds to a unit-amplitude velocity field oscillating
back and forth in the x-direction with nondimensional period �.
For viscous flows, this results in a time-periodic boundary layer
with characteristic thickness


 =	 �

� Re

In this study the period is in the range 40���260, and thus the
Stokes layer range is 0.2�
�0.96, for Re=100, which overlaps
somewhat with the range of the gap, 0.25���1.0.

As in FLR02, we use u=0 as an initial condition in all cases.
Mean quantities are reported once the flow has established peri-
odicity in time. The base flow is established by specifying Dirich-
let conditions on either end of the domain. When the far-field base
flow is in the positive x-direction, we set u�−Lx ,y ,z , t�=ub and
use a homogeneous Neumann condition at x= +Lx. When the far-
field base flow is in the negative x-direction, we reverse these
conditions. The Neumann condition corresponds to the usual out-
flow �natural� boundary condition associated with the Stokes sub-
problem that is solved in each step. Note that the required hydro-
static forcing results directly from application of the boundary
conditions and that the auxiliary pressure p0 is not needed.

3 Torque, Drag, and Lift
Figure 1 depicts the dimensionless velocity profiles �heavy

lines� in the boundary layer at different times over the course of
the forcing period for Re=100. Figure 1�a� is representative of the
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flow for the smaller Keulegan–Carpenter number range; the figure
corresponds to �=80. Figure 1�b�, for �=300, is representative of
the large � situation. The horizontal lines superimposed on the
flow indicate the top and bottom locations of a unit-diameter
sphere for several values of the gap �. The vertical scale is D. The
size of the boundary layer is, by Eq. �3� and in terms of 
, directly
proportional to the square root of the velocity amplitude and in-
versely to the square root of the period of oscillation. Some as-
pects of the forces on particles in steady flows �see Ref. �15� and
references therein� are relevant to shearing flows near boundaries
that are more generally time dependent: The time-mean lift force
is insignificant if the particle is placed sufficiently far away from
the bounding wall—many 
 layer thicknesses away; that is to say,
if the particle is located outside of the boundary layer, there is no
shear and thus the lift is insignificant. By the same argument, the
larger the boundary layer is relative to the diameter of the sphere
provided the particle is close enough to the bounding wall, the
higher the shear forces. The presence of the rigid wall also con-
tributes to a Bernoulli effect, which as we shall show is still evi-
dent when the sphere is 1 diameter away from the wall, even if the
bulk of the boundary layer is much smaller than the gap. There are
fundamental differences between the steady flow and the oscilla-
tory flow situation: The shear rate as inferred from the Fig. 1�a�
flow should lead to a smaller lift than the one inferred from Fig.
1�b�, by steady-flow arguments. Yet, the opposite is true. What is
missing from consideration is the addition of a Bernoulli effect in
the gap. As we will be showing in the following section, for the
range of gaps considered and for large Reynolds numbers, the lift
is pressure-dominated.

Bagchi and Balachandar �15� found that the lift of a freely
rotating sphere in a steady shear flow will experience an additive
lift associated with a Magnus effect. They established this by

comparison of their numerical results to a theoretical estimate.
When a particle is given a torque-free condition and the flow is
oscillating it is not clear how the lift is modified by the added
freedom in the motion of the particle. The two aspects that make
the outcome hard to predict using prior knowledge about the
steady shear case are as follows: �1� If the particle is in a rapidly
oscillating shearing flow the particle may not achieve a torque-
free condition before the flow reverses. �2� The flow may not be
symmetric when there is a reversal in the direction of the force,
for example, if vortical structures are generated during the course
of the period and these persist beyond the time at which flow
reversal takes place.

In what follows we shall define the differential mean lift �DML�
as the difference between the mean lift of a particle allowed to
rotate and the mean lift of the same particle held fixed. In most
instances we will report on relative quantities. For an absolute
reference we refer the reader to FLR02 and FLR05.

We describe now how the forces on a particle subjected to an
oscillatory boundary layer flow in a torque-free situation depend
on the moment of inertia �more specifically on the density ratio
R�, the Reynolds number Re, the Keulegan–Carpenter number �,
and the gap number �.

3.1 Effect of the Density Ratio. We consider here a very
small range of density ratios R because outside of this range we
presume that the buoyancy force of a free particle would prevail
in the dynamics of a particle in a fluid when compared to the lift
force. The dependence of the torque on R was found to be weak.
We tried 0.95R2 for Re=100, �=0.5, and �=80. The maxi-
mum rotational angle �max on R is negligible and the peak torque
force dependence on R is nearly linear �see Fig. 2�.

3.2 Sensitivity to the Reynolds Number. The dependence of
the lift on the Reynolds number for steady flows was extensively
investigated by Bagchi and Balachandar �15,16�. The definition of
Reynolds number in their work is the same as the one adopted in
the present study �see Ref. �21� for an investigation of the effect of
a nearby wall on the lift and drag of a particle�. Bagchi and Bal-
achandar found that the lift was sensitive to rotational effects
when the Reynolds number was intermediate, in the range 5
Re100, approximately, but otherwise it was insensitive to
changes in the Reynolds number. They also found that the differ-
ence between the fixed and free particles, with respect to the drag,
was negligible across the whole range of the Reynolds number.

In Fig. 3 we show the time series of the drag and lift, the angle
of deflection �in degrees�, and the normalized torque, as a function
of time, for several values of Re. Figures 3�e� and 3�f� can be
contrasted with Figs. 3�c� and 3�d�. The lift time series gets con-
siderably more complex as the Reynolds number is increased,
developing relatively large high frequency deflections. Compari-
son of Figs. 3�c� and 3�e�, as well as Figs. 3�d� and 3�f�, shows
that the complexity in the lift and drag is not as much a function
of whether the particle is fixed or torque-free, but primarily a
function of Reynolds number. Examination of the fluid flow time
series indicates that the complexity in the lift—and to a lesser
extent in the drag—has something to do with the interactions of
the sphere with its own vortical wake. Another feature of the flow
is that, as the Reynolds number increases, more of the resulting
lift and drag is created by the pressure contribution, as compared
to the viscous component of the stresses.

It is apparent that the DML in the oscillatory wall-bounded flow
case is sensitive in more complex ways to the Reynolds number
than in the steady-flow case in Ref. �15�. Our results appear in
Fig. 4. The difference between the torque of the nonrotating par-
ticle is much larger for small Re than of the rotating counterpart:
Figures 4�a� and 4�b� show the torque dependence on the Rey-
nolds number for the nonrotating and rotating cases, respectively.
That it is much smaller in magnitude in the rotating case is not
surprising; however, that it has a nonmonotonic structure is. In
Fig. 7 we show the dependence of the maximum torque on the gap

(b)(a)

(c)

(e) (f)

d( )

Fig. 5 Symmetry-plane velocity profiles and vorticity contours
„unit spacing on †−5,5‡… during deceleration: „a… Re=100, fixed;
„b… Re=100, rotating; „c… Re=200, fixed; „d… Re=200, rotating;
„e… Re=300, fixed; and „f… Re=300, rotating. R=0.95, �=80, and
�=0.25.
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width and the Keulegan–Carpenter parameter: The torque is small
over a large range of Reynolds numbers and it appears to be true
only because the gap was chosen to be large. Figure 4�c� shows
that the drag is nearly equal in the rotating and nonrotating par-
ticle cases: Symmetry considerations dictate that if the flow is
symmetric upon reversals then the maximum and minimum torque
values for either the rotating or nonrotating particles should be the
same in magnitude, and more importantly, that the difference of
the mean drags of both cases should be zero. Figure 4�d� displays
the lift, as a function of the Reynolds number, for the rotating and
nonrotating cases: Lift is enhanced by rotation for Reynolds num-
bers below about 150 and depressed by rotation for Reynolds
numbers above 150. Inspection of the vortex field showed that the
fields are similar for the rotating and nonrotating cases below
Re=200, roughly. In particular, the phase between the features in
the vortical field and the forces is more complex; and when a
comparison is made between the vorticity of the rotating and non-
rotating cases well above Re=200 the fields are different from the
lower Reynolds-number cases by the appearance of vortical struc-
tures �see Fig. 5�. For Re�300 we see that the sphere develops
separating vortices on the top of the sphere. Examination of the
structure for Re=300 shows two vortex structures separating from
the sphere top when the sphere is not rotating. With rotation there
are three vortex structures and these are less intense. This also
explains why the time series is far more complicated for higher
Re, as the passage of the vortices induces fluctuations in the lift
and drag.

The change in the enhancing and depressing effects of rotation
on the DML is not as apparent in the vortical plots, but they are in
the plots of the phase of the lift and drag, as a function of time.
Figure 6 shows the lift and drag, as a function of time and of the
Reynolds number. These plots do not explain the underlying phe-
nomenon but do point out that there is a significant portion of the
phase tracks �see Fig. 6�c�� in which the lift is considerably
smaller in the rotating case than in the fixed case in the range

above Re=300.
Parenthetically, in Fig. 6�d� symmetry is significantly affected

by the vortex shedding events.

3.3 Sensitivity to the Keulegan–Carpenter Number and
the Gap. The angle of deflection � is more sensitive to changes in
the gap � than to the Keulegan–Carpenter number. This is shown
in Fig. 7�a�. The high frequency and larger gap cases produce
smaller deflection angles. However, as seen from the figure of the
maximum normalized torque, Fig. 7�b�, the rate of change of the
deflection angle is greater for high frequencies and small gaps,
leading to higher torque force values. In Fig. 7�c� we plot the
normalized torque for the rotating and nonrotating cases, as a
function of � for a fixed �=0.125. The difference between the the
freely rotating and nonrotating cases for other � is less
pronounced.

Figure 8 shows how the DML depends on � for various values
of �. For small gaps the DML is more important and nearly con-
stant, as a function of �. Its mean is positive, meaning that the
rotation plays a role for small as well as large �. As the gap is
made larger the DML becomes more pronounced as � increases.
For large gaps and small � the difference between the lift of the
rotating and nonrotating cases is less pronounced. In fact, the
DML disappears for a given � and �. The rightmost disappearance
point is approximated by the equation �c=320�−100. Below this
value rotation adds suction. Above that line the DML is more
prominent and gives an extra positive lift.

The DML and it pressure and the viscous components appear in
Fig. 9. The plots indicate that the DML is nearly entirely captured
by its pressure component, regardless of the gap and the period of
forcing.

Phase portraits of the forces can be constructed by plotting the
drag against the lift forces for all time. The phase portraits are
shown in Fig. 10 for Re=100, R=0.95, and low, medium, and
large �. The phase portraits in Figs. 10�a�–10�c� correspond to �
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=40, those in Figs. 10�d�–10�f� correspond to �=120, and those in
Figs. 10�g�–10�i�, to �=220. The plots include both the steady
state and the transient history and thus are not expected to trace
perfectly the same curve over every period. The overall lift de-
creases sharply with increased gap size and with increased period
�. As the gap gets larger the curves enclose less area and thus the
forces are, overall, weaker. However, more importantly as the gap
gets larger the force maxima go further out of phase and this effect
is not dependent on whether the sphere is allowed to rotate or not.
As the � is increased the two minima in the lift are seen to flip
above �=120. For small gap �, the qualitative difference between
the rotating and nonrotating cases, and the variation with � are
less pronounced. The smaller the gap the larger differences in the

lift occur at the extremes of the drag. In the �=220 case we see
that the difference between the rotating and nonrotating cases is
not topologically different for small � and below the �c. Figure
10�h� is below �=�c. On the other hand, Fig. 10�i� is radically
different and this case is sitting closely to where �=�c, for this
given gap case. For ���c and �=1 the topology of the phase
curve is similar to that of Fig. 10�h�.

Bagchi and Balachandar �15� found negligible differences in
the drag experienced by a freely rotating and a nonrotating sphere
in a steady shear flow. We find the same type of behavior in the
oscillatory shearing case. We thus refer the reader to FLR02 and
FLR05 for a summary description on how the drag is affected by
the choices in � and �.

4 Summary
The lift, drag, and torque on a spherical particle in an oscilla-

tory wall-bounded flow were calculated, as a function of the par-
ticle density ratio, the Reynolds number, the Keulegan–Carpenter
number, and the relative gap between the particle and the wall.
The calculations were aimed at elucidating how a rotational de-
gree of freedom affects these forces. In order to do so we calculate
the forces on a particle that is held fixed and compare these to the
forces obtained when the particle is allowed to freely rotate. These
calculations, performed by solving the Navier–Stokes equations in
three dimensions and time, complement the overall picture pre-
sented in Refs. �2,3�, on the fundamental forces experienced by a
particle in a wall-bounded oscillatory flow.

With regard to changes in the moment of inertia we found that
the difference between the drag and lift of a fixed particle and one
that is allowed to rotate was small. In contrast, the difference
between a fixed and freely rotating particle with respect to torque
was significant. The torque, not surprisingly, was larger for the
fixed particle. The maximum normalized torque is most sensitive
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to the closeness of the bounding wall when the forcing frequency
is large, and is significant for Reynolds numbers smaller than 150,
approximately. However, we found that the maximum torque, for
low frequencies, is relatively insensitive to the gap size. The
maximum normalized torque of a fixed particle was found to be a
decreasing function of the Reynolds number. This is not the case
for the rotating particle.

The drag forces of the freely rotating and the fixed particle are
essentially the same, for small Reynolds numbers and variations
of all parameters, and insignificantly different for larger Reynolds
numbers.

The main focus of this study was the effect of rotation on the
lift force. In order to characterize the effect of allowing the par-
ticle to freely rotate in response to the flow we focused on the
difference between the mean lift of the rotating particle and the
mean lift of the particle, fixed in place. This quantity we denoted
here as the differential mean lift �DML�. We found that the DML
is positive for all forcing periods when the gap number is small.
As the particle is placed farther away from the bounding wall we
found that the effective lift is only positive for large Keulegan–
Carpenter numbers. We also found that the maximal lift occurs
nearly in phase with the maximum drag when the particle is
placed close to the wall, but this phase difference increases as the
particle is placed farther from the wall. Portraits of the drag and
lift forces also indicate that the causal history of the forces is
relatively insensitive to the forcing period when the particle is
very close to the wall, but becomes sensitive when the particle is
placed farther away. This last finding, however, is not a result of
allowing the particle to rotate: The causal sensitivity is seen both
in the rotating and nonrotating particle cases. The overall magni-
tude of the DML increases as the particle is placed closer to the

wall. The DML is pressure-dominated throughout, the Bernoulli
effect being significantly different when the particle is fixed as
compared to when it is allowed to rotate.

As a function of the Reynolds number we found that for inter-
mediate forcing periods allowing the particle to rotate produced
an enhanced mean lift, when the Reynolds numbers was small,
and a depressed mean lift in the large Reynolds-number regime.
We found that this transition occurs approximately at Re=150.
When examining the mean lift depression for larger Reynolds
numbers we found that the Bernoulli effect alone could not ac-
count for the changes in the lift: The sphere induced more vortex
shedding from the top of the sphere at high Reynolds numbers;
however, the addition of rotation decreases their intensity but in-
creases the number of vortex structures shed. This phenomenol-
ogy leads to complex histories in the lift. At Reynolds numbers
larger than 150 but not not significantly so, the forces of lift and
drag are significantly different when the fixed and rotating cases
are compared. Specifically, when the lift forces are averaged over
the period of the forcing frequency the fact that for large Reynolds
numbers the force is insignificant for larger fractions of the period
when the particle is rotating is largely responsible for depressed
values of the mean lift.

Acknowledgment
This work was carried out in part at the Argonne National

Laboratory under the auspices of the Department of Energy under
Contract No. W-31-109-Eng-38. J.M.R. wishes to thank the MCS
Division at Argonne, as well as the support by DOE through Grant
No. DE-FG02-03ER25577.

0 50 100 150 200 250 300
0

1

2

3

4

5

6
x 10

−3

D
M

L

τ

ε = 0.125

0 50 100 150 200 250 300
−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5

3
x 10

−3

D
M

L

τ

ε = 0.37

0 50 100 150 200 250 300
−3

−2

−1

0

1

2

3

4

5

6
x 10

−3

D
M

L

τ

ε = 0.50

0 50 100 150 200 250 300
−3

−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5
x 10

−3

D
M

L

τ

ε = 1.00

(b)(a)

(c) (d)

Fig. 9 For Re=100, DML „solid…, its pressure „circles…, and viscous „dashed… components as a func-
tion of � ; „a… �=0.125, „b… �=0.375, „c… �=0.50, and „d… �=1.00

101303-8 / Vol. 130, OCTOBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References
�1� Rosenthal, G., and Sleath, J., 1986, “Measurements of Lift in Oscillatory

Flow,” J. Fluid Mech., 146, pp. 449–467.
�2� Fischer, P. F., Leaf, G. K., and Restrepo, J. M., 2002, “Forces on Particles in an

Oscillatory Boundary Layer,” J. Fluid Mech., 468, pp. 327–347.
�3� Fischer, P. F., Leaf, G. K., and Restrepo, J. M., 2005, “Influence of Wall

Proximity on the Lift and Drag of a Particle in an Oscillatory Flow,” ASME J.
Fluids Eng., 127, pp. 583–594.

�4� Justesen, P., 1991, “A Numerical Study of Oscillating Flow Around a Circular
Cylinder,” J. Fluid Mech., 222, pp. 157–196.

�5� Bearman, P. W., Downie, M. J., Graham, J. M. R., and Obajasu, E. D., 1985,
“Forces on Cylinders in Viscous Oscillatory Flow at Low Keulegan–Carpenter
Numbers,” J. Fluid Mech., 154, pp. 337–356.

�6� Obajasu, E. D., Bearman, P. W., and Graham, J. M. R., 1988, “A Study of
Forces, Circulation and Vortex Patterns Around a Circular Cylinder in Oscil-
lating Flow,” J. Fluid Mech., 196, pp. 467–494.

�7� Lane, E. M., and Restrepo, J. M., 2007, “Shoreface-Connected Ridges Under
the Action of Waves and Currents,” J. Fluid Mech., 582, pp. 23–52.

�8� Bagnold, R. A., 1962, “Auto-Suspension of Transported Sediment; Turbidity,”
Proc. R. Soc. London, Ser. A, 265, pp. 315–319.

�9� Bailard, J., 1981, “An Energetics Total Load Sediment Transport Model for a
Plane Sloping Beach,” J. Geophys. Res., 86, pp. 10938–10954.

�10� Kelly, J. T., Asgharian, B., and Wong, B. A., 2005, “Inertial Particle Deposi-
tion in a Monkey Nasal Mold Compared With That in Human Nasal Replicas,”
Inhalation Toxicol., 17, pp. 823–830.

�11� Benczik, I. J., Toroczkai, Z., and Teacute, T., 2003, “Advection of Finite-Size
Particles in Open Flows,” Phys. Rev. E, 67, p. 036303.

�12� Kim, D., and Choi, H., 2002, “Laminar Flow Past a Sphere Rotating in the
Streamwise Direction,” J. Fluid Mech., 461, pp. 365–386.

�13� Kurose, R., and Komori, S., 1999, “Drag and Lift Forces on a Rotating
Sphere,” J. Fluid Mech., 384, pp. 183–206.

�14� Tsuji, Y., Morikawa, Y., and Mizuno, O., 1985, “Experimental Measurement of
the Magnus Force on a Rotating Sphere at Low Reynolds Numbers,” ASME J.
Fluids Eng., 107, pp. 484–488.

�15� Bagchi, P., and Balachandar, S., 2002, “Effect of Free Rotation on the Motion
of a Solid Sphere in Linear Shear Flow at Moderate Re,” Phys. Fluids, 14, pp.
2719–2737.

�16� Bagchi, P., and Balachandar, S., 2002, “Shear Versus Vortex-Induced Lift
Force on a Rigid Sphere at Moderate Re,” J. Fluid Mech., 473, pp. 379–388.

�17� Bagchi, P., and Balachandar, S., 2003, “Inertial and Viscous Forces on a Rigid
Sphere in Straining Flows at Moderate Reynolds,” J. Fluid Mech., 481, pp.
105–148.

�18� Mikulencak, D. R., and Morris, J. F., 2004, “Stationary Shear Flow Around
Fixed and Free Bodies at Finite Reynolds Number,” J. Fluid Mech., 520, pp.
215–242.

�19� Saffman, P. G., 1965, “The Lift on a Small Sphere in a Slow Shear Flow,” J.
Fluid Mech., 22, pp. 385–400.

�20� Saffman, P. G., 1968, “�Corrigendum� The Lift on a Small Sphere in a Slow
Shear Flow,” J. Fluid Mech., 31, p. 624.

�21� Zeng, L., Balachandar, S., and Fischer, P., 2005, “Wall-Induced Forces on a
Rigid Sphere at Finite Reynolds Number,” J. Fluid Mech., 536, pp. 1–25.

�22� Fischer, P., Loth, F., Lee, S. W., Smith, D., and Bassiouny, H., 2007, “Simu-
lation of High Reynolds Number Vascular Flows,” Comput. Methods Appl.
Mech. Eng., 196, pp. 3049–3060.

−1.5 −1 −0.5 0 0.5 1 1.5
−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

Drag

L
if

t

ε=0.125

−1.5 −1 −0.5 0 0.5 1 1.5
−0.02

0

0.02

0.04

0.06

0.08

0.1

Drag

L
if

t

ε=0.50

−1.5 −1 −0.5 0 0.5 1 1.5
−0.02

0

0.02

0.04

0.06

0.08

0.1

Drag

L
if

t

ε=1.00

(b)(a) (c)

−1.5 −1 −0.5 0 0.5 1
−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

Drag

L
if

t

ε=0.125

−1.5 −1 −0.5 0 0.5 1 1.5
−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

Drag

L
if

t

ε=0.50

−1.5 −1 −0.5 0 0.5 1 1.5
−0.03

−0.02

−0.01

0

0.01

0.02

0.03

Drag

L
if

t

ε=1.00

(e) (f)(d)

−1 −0.5 0 0.5 1
−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Drag

L
if

t

ε=0.125

−1 −0.5 0 0.5 1
−0.04

−0.02

0

0.02

0.04

0.06

0.08

0.1

Drag

L
if

t

ε=0.50

−1.5 −1 −0.5 0 0.5 1 1.5
−0.03

−0.02

−0.01

0

0.01

0.02

Drag

L
if

t

ε=1.00

(g) (h) (i )

Fig. 10 Phase portraits for �=40, Re=100, and R=0.95, and „a… �=0.125, „b… �=0.5, and „c… �=1.00. Phase portraits for �
=120, „d… �=0.125, „e… �=0.5, and „f… �=1.00. Phase portraits for �=220, „g… �=0.125, „h… �=0.5, and „i… �=1.00. „Light… freely
rotating; „dark… fixed.

Journal of Fluids Engineering OCTOBER 2008, Vol. 130 / 101303-9

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



G. Yu
e-mail: g.yu@qmul.ac.uk

E. J. Avital
e-mail: e.avital@qmul.ac.uk

J. J. R. Williams
e-mail: j.j.r.williams@qmul.ac.uk

Department of Engineering,
Queen Mary University of London,

Mile End Road,
London E1 4NS, UK

Large Eddy Simulation of Flow
Past Free Surface Piercing
Circular Cylinders
Flows past a free surface piercing cylinder are studied numerically by large eddy simu-
lation at Froude numbers up to FrD�3.0 and Reynolds numbers up to ReD�1�105. A
two-phase volume of fluid technique is employed to simulate the air-water flow and a flux
corrected transport algorithm for transport of the interface. The effect of the free surface
on the vortex structure in the near wake is investigated in detail together with the load-
ings on the cylinder at various Reynolds and Froude numbers. The computational results
show that the free surface inhibits the vortex generation in the near wake, and as a result,
reduces the vorticity and vortex shedding. At higher Froude numbers, this effect is stron-
ger and vortex structures exhibit a 3D feature. However, the free surface effect is attenu-
ated as Reynolds number increases. The time-averaged drag force on the unit height of a
cylinder is shown to vary along the cylinder and the variation depends largely on Froude
number. For flows at ReD�2.7�104, a negative pressure zone is developed in both the
air and water regions near the free surface leading to a significant increase of drag force
on the cylinder in the vicinity of the free surface at about FrD�2.0. The mean value of
the overall drag force on the cylinder increases with Reynolds number and decreases
with Froude number but the reduction is very small for FrD�1.6–2.0. The dominant
Strouhal number of the lift oscillation decreases with Reynolds number but increases with
Froude number. �DOI: 10.1115/1.2969462�

Keywords: free surface piercing cylinder, two-phase volume of fluid, large eddy
simulation

Introduction

Flow past free surface piercing cylinders is of particular rel-
evance to offshore structures and underwater vessels. The flow is
known to show different complex structures in the vicinity of the
cylinder; a bow wave appears at the front, which then spills over
the cylinder to generate the near wake. The bow wave itself can
break up and develop into a fountain at higher flow velocities. A
Kelvin surface wake is generated behind the cylinder, which fans
out to the far distance rear. The detailed hydrodynamics affecting
this process are poorly understood and studies either by experi-
mental tests or numerical simulations are rare. Wickramasinghe
and Wilkinson �1� explored the possibilities of different methods,
including practical tests, computational modeling, and theoretical
analysis, that might be used for the study of the flow around a
submarine mast. Inoue et al. �2� experimentally investigated cases
with a vertical surface piercing cylinder at two Froude numbers,
FrD=0.8 and 1.0. Most previous numerical simulations had either
been restricted to inviscid free surface flows �for example, in Ref.
�3�� or neglected the free surface waves �for example, in Ref. �4��.
Only recently have LES results been produced �5� for FrD�0.8
and subcritical Reynolds number of ReD=2.7�104.

In this work, flows of low to high subcritical Reynolds number
�up to ReD=1�105� and Froude number higher than 1 �up to
FrD=3.0� are studied. The robust volume of fluid �VOF� method is
used to simulate both the air and water phases. The primary ob-
jective is to investigate the effects of the free surface on flow
structures near the cylinder, and to determine the force distribution
along the cylinder for various Froude and Reynolds numbers.

Numerical Method
The flow is considered to be incompressible and to consist of

two phases—water and air—with a clearly determined moving
interface between them. Both phases are governed by the follow-
ing two-phase nondimensional equations, which are then trans-
formed into cylindrical coordinates:
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where ui and p are the filtered velocity and pressure, xi is the
coordinate, t is the time, and gi= �0,0 ,−1� is a unit vector pointing
in the direction of gravity. The color function c is a fractional
volume scalar, which is 1 when the computational cell is full of
water and 0 when occupied by air solely. The superscript * stands
for a dimensional property, �

g
*, �

l
* and �

g
*, �

l
* represent the den-

sity and dynamic viscosity of air and water, respectively. The
dimensionless parameters for the water are the Froude number,
FrD=U /	gD, and the Reynolds number, ReD=�

l
*UD /�

l
* where D

is the cylinder’s diameter, U is the upstream velocity, and g is the
gravitational acceleration. Based on the continuum surface force
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�CSF� method of Brackbill et al. �6�, forces due to the interfacial
tension can be expressed as surface volume forces and are written
as

Fs =
1

We

kc

�
�c �5�

where the nondimensionless Weber number is defined as We
=�

l
*U2D / �2�*� and �* is the coefficient of surface tension be-

tween water and air. The interface curvature is calculated by

k = �1/
n
���n̂ · ��
n
 − �� · n�� �6�

where n=�c is the normal direction of the air-water interface and
n̂=n / 
n
. It is obvious that Fs is zero everywhere except for the
cells containing the interface.

The Smagorinsky model �7� together with the Van Driest wall
damping function �8� is used to model subgrid small scales. The
eddy viscosity is given by

�t = CS
2�2�1 − exp�− y+/A�3�	2SijSij �7�

As stated in Ref. �9�, for a wake and jet flow the optimum value of
Smagorinsky’s constant CS is around 0.2, which was also assigned
to CS by Kawamura et al. �5� to study the interaction between the
turbulent wake and the free surface. In this study, the influence of

CS was investigated on overall drag coefficient C̄d; for Case 1 in
Table 1, four values of CS, 0.1, 0.15, 0.2, and 0.22, were consid-
ered. It was found that CS=0.1 gave the lowest prediction of the

mean value of C̄d, 0.5; it was around 0.7 for CS=0.15. When CS

=0.2 the mean C̄d was 0.84, which is the closest value to the
experimental value of 1.2 in Ref. �10� for the same configuration
but neglecting the free surface. The scheme became unstable if
CS=0.22. � is the cubic root of the volume of a computational
cell, Sij = �1 /2���ui /�xj +�uj /�xi� is the rate of strain tensor, and y+

is the nondimensional distance from the wall defined by y+

= �u	y� /�, where �	 is the wall shear velocity and �=c+ �1−c�
���

g
* /�

l
*� / ��

g
* /�

l
*�, A=25 is the Van Driest constant.

The spatial discretization is based on the finite volume ap-
proach on a staggered grid; the QUICK scheme is used for the
convection term and a second order central scheme for the diffu-
sion term as in Ref. �5�. Breuer �11� investigated the effects of
numerical schemes for the convection term and found that the
QUICK scheme is not very suitable for flows past an infinite
circular cylinder; instead a second order central scheme gives a
better agreement with the experimental data. Nevertheless, this
scheme failed to converge when applied to free surface flows past
a piercing circular cylinder; it is probably due to the free surface
deformation and the large density ratio of water and air. Equation
�1� is solved by the projection method and is marched in time by
a second order Runge–Kutta �RK� scheme. The Poisson equation
for pressure resulting from the projection method is solved using
the preconditioned biconjugate gradient stabilized �PBCGSTAB�
method along with a polynomial preconditioner. Free surface mo-

tion is modeled using an air-water two-phase VOF model with the
air initially on top of the water by Eq. �2�, which is solved based
on flux corrected transport �FCT� method of Rudman �12�. The
coupling of Eqs. �1� and �2� at each RK stage is illustrated as
follows in Cartesian forms.

1. Calculate the value of c at subtime level n+1 using the FCT
method as follows:

cn+1 = cn − 
t� �uic

�xi
�n

�8�

2. Find the densities and viscosities at the subtime level n+1 as
follows:

�n+1 = cn+1 + �1 − cn+1�
�g

�l
, �n+1 = cn+1 + �1 − cn+1�

�g

�l

�9�
3. Estimate intermediate values of velocities at the subtime

level n+1 as follows:
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4. Solve the Poisson equation for pressure at the subtime level
n+1 as follows:

�

�xi
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�xi
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t
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�xi
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5. Update the velocities �divergence-free� at the subtime level
n+1 as follows:

un+1 = �un+1�* −

t

�n+1� �p

�xi
�n+1

�12�

A body fitted cylindrical grid is used to capture the form of the
cylinder with the grid being stretched in the radial direction to-
ward the outer edge of the computational domain, so that a finer
grid can be used in the vicinity of the cylinder. The whole domain
is composed of inflow and outflow regions along with a buffer
zone ringed around the computational domain �see Fig. 1�. The
domain size for the cases studied and the corresponding grid
points are shown in Table 1.

For all of the simulations in this study the still water height is
4D and a nonslip wall condition is imposed on the cylinder sur-
face for the velocity. On the outer radial edge of the inflow side,
the freestream water inflow velocity is perturbed by a small am-
plitude sinusoidal wave, 0.01�sin�2�ft�. The frequency f was
chosen to be of StD=0.2 �StD= fD /U�, the preferred shedding
mode for a cylinder, to encourage vortex shedding and thus reduce
the computational time required to reach that stage; the air is
taken as stationary. At the outlet a zero gradient velocity condition
is applied in radial direction along with a buffer zone in which the
computational scheme for the convection term is relaxed from the
QUICK to a first order upwind scheme to dampen reflections. To
eliminate reflections at an arbitrary outflow boundary, a convec-
tive outflow boundary condition proposed by Orlanski �13� is an
effective and simple way for single phase flows. Nevertheless,
applying Orlanski’s method could not achieve converged results
for the two-phase flow of this study. It was stated that the accuracy
of the convective boundary depended largely on the local convec-
tive velocity by Heinrich et al. �14� who studied the effects of
locations of the arbitrary outflow boundary and of the convective
velocity. Heinrich et al. �14� also found that as the convective
velocity became smaller, the singularity in the convection bound-

Table 1 Flows simulated and the size of the computational
domain employed

ReD FrD

Domain
�radius�height�

Grid size
�azimuthal� radial�height�

Case 1 27,000 0.8 10D�6D 129�129�99
Case 2 54,000 0.8 10D�6D 129�129�99
Case 3 100,000 0.8 10D�6D 129�129�99
Case 4 27,000 1.2 15D�8D 129�157�131
Case 5 27,000 1.6 15D�8D 129�157�131
Case 6 27,000 2.0 15D�8D 129�157�131
Case 7 27,000 2.5 20D�10D 129�263�195
Case 8 27,000 3.0 20D�10D 129�263�195
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ary condition became more evident. In this study of a two-phase
flow problem, the air phase is initially stationary, and although
there is some dynamic interaction between the air and water at the
interface, farther away from it the air is almost undisturbed, its
velocity at the outlet is close to zero, which may cause the diver-
gence of the scheme with a convective boundary. At the bottom
�water side� of the computational domain a free slip velocity con-
dition is adopted, which means that no horseshoe vortex develops
there; the same free slip condition is also applied on the top �air
side�. Pressure is set to zero on the top of the domain, while a zero
gradient pressure is applied at the boundaries elsewhere.

It should be pointed out that in the PBCGSTAB method for the
pressure and when calculating �c for the interface orientation, the
color function c has been replaced with a smoothed color function
c̃ as follows:

c̃�x,y,z� = �
m=1

27

D�x − xm�D�y − ym�D�z − zm�c�xm,ym,zm� �13�

where the smoothing function D is given by the function proposed
by Peskin �15�; for example, in x direction, one has

D�x� =
1

2h
�1 + cos��x�/h� �14�

where h=2�x; �x is the grid size in the x direction implying a
27-point computational stencil is used for the smoothening. It
should also be stressed that this smoothed color function is only
used in the situations mentioned above and not in the transport
equation �2� of the material fluxes.

Validation of the Code
A parallel code was developed using FORTRAN 90 and the MPI

message passing interface library. The computations were run on
the HPCx at University of Edinburgh using 64 processors for
production runs.

Figure 2�a� shows the instantaneous isosurface of the color
function �c=0.5� for Case 1 in Table 1. The generation of bow

waves in front of the cylinder and the subsequent generation of
the Kelvin wake are clearly seen. The elevation variation is also
seen in Fig. 2�b� where the time-averaged air-water interface
height corresponding to the color function �c=0.5� is plotted for
the same case. The interface height was converted from the VOF
value assuming monotonically reducing color in vertical direction.

For validation, we first check if a turbulent flow is obtained in
the near wake. An energy spectrum analysis at a point 2.5D away
from the cylinder in the wake on the base plane �y=0� and 0.05D
above the bottom of the domain was carried out over a period of
tU /D=60; as can be seen in Fig. 3, Kolmogorov’s −5 /3 inertial
subrange lasts more than one decade implying that the flow has
reached turbulence. Therefore, the averaging time used for all
cases to gather the statistical data started at tU /D=60 and finished
at tU /D=120, which is 12 shedding cycles at a typical Strouhal
shedding frequency, StD=0.2.

As mentioned earlier the most recent numerical and experimen-
tal investigation results on flows past a free surface piercing cyl-
inder are available only for FrD�0.8 and, as a consequence, the
LES code is therefore validated against these. In Fig. 4 we com-

Fig. 1 Schematic description of the cylindrical coordinates „a…
and the configurations of the computational domain „b…. The
inflow region covers an arc of 90 deg.

Fig. 2 „a… Instantaneous evolution of the interface surface „c
=0.5…, ReD=2.7Ã104, and FrD=0.8. „b… Contours of the time-
averaged air-water interface height corresponding to c=0.5,
ReD=2.7Ã104, and FrD=0.8.
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pare the time-averaged streamwise velocity profiles in the near
wake along the vertical direction with published numerical and
experimental results. The sample points were taken on the base
plane of the wake �y=0� and 4.5D away from the cylinder. The
figure shows the decrease of the streamwise velocity near the free
surface and the agreement between our simulation with the veloc-
ity measurements and the computational results of Kawamura et
al. �5�. It also shows that the difference between our computa-
tional results using different grid resolutions is small. The grid
sizes used for cases studied in this paper are shown in Table 1.

We also compare the predicted fountain heights with the experi-
mental observations of Wickramasinghe and Wilkinson �1� and
the predictions of the hydrodynamic head model that was found
by Wickramasinghe and Wilkinson �1� to predict reasonably well
the experimentally measured bow wave heights up to about FrD
=3. The model states that the maximum possible surface elevation
the flow could reach is the hydrostatic head, U2 /2g. Figure 5
shows the time-averaged air-water interface surface �c=0.5� on
the plane of y=0; a maximum of bow wave height of about 0.3D
above the still water level �4D� is seen in front of the cylinder

�also see Fig. 2�b��, which agrees well with the experimental ob-
servation and the model prediction, 0.32D, as also shown in Fig. 6
where we compare the fountain heights predicted by our simula-
tion with the experimental observations for flows at various
Froude numbers. The figure shows that our model can predict the
fountain height fairly accurately until FrD=2.0; after this Froude
number the model underpredicts the fountain height. This may be
due to the fact that in our simulation a larger computational do-
main is adopted for higher Froude numbers; on the outer edge of
the domain the azimuthal grid space is too big in an O-type cy-
lindrical coordinate causing more numerical dissipation particu-
larly at the inlet of the flow; thus, the code may underpredict the
fountain height. Another possible reason is that at higher Froude
numbers, surface tension and/or frictional processes in the thin
film of water that flows up the cylinder may be significant in the
fountain. Adding surface tension forces according to the CSF
method �Eq. �5�� does not improve the prediction for FrD�2.0;
changing the color transport technique FCT-VOF to Youngs’ 3D
piecewise linear interface calculation �PLIC� method �16�, PLIC-
VOF, has shown only limited success in improving the prediction
of the fountain height. This area certainly deserves more research
with attention also given to the effect of the Smagorinsky subgrid
scale �SGS� model. Therefore the following results and analysis
concentrate on FrD�2.0.

Fig. 3 Energy spectrum of the flow in the near wake of the
cylinder; the solid straight line has a slope of −5/3; the dashed
line represents the grid cutoff

Fig. 4 Comparison of the time-averaged streamwise velocity
profiles at x=4.5D, y=0 in the wake, ReD=2.7Ã104, and FrD
=0.8. „�… Experimental results of Inoue et al. †2‡, „�… numerical
simulation of Kawamura et al. †5‡, „—… current simulation with
grid size of 161Ã161Ã131, and „---… current simulation with
grid size of 129Ã129Ã99.

Fig. 5 Time-averaged air-water interface surface with a foun-
tain generated in front of the cylinder; the initial still water
height is 4D, ReD=2.7Ã104, and FrD=0.8

Fig. 6 Normalized fountain height by D versus Froude num-
ber. „a… Experimental observation of Wickramasinghe and
Wilkinson †1‡ and „b… current simulation results.
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Free Surface Effect on Flow Structures in the Near
Wake

It has been found that the free surface inhibits the vortex gen-
eration in the near wake and, as a result, the lift oscillation also
bears this influence �5�. As can be seen in Fig. 7, a vortex street is
observed below the midplane �2D above the bed� and the corre-
sponding lift oscillation is characterized by a dominant mode of
StD=0.23; as the free surface is approached, the oscillation inten-
sity is reduced; near the free surface oscillations with lower fre-
quencies develop, and actually there is no dominant frequency and
the oscillation becomes quite random �see Fig. 8�.

Figure 9 presents the effects of the free surface on the time-
averaged vorticity magnitude �. There is no significant differ-
ence in the time-averaged vorticity magnitude below the mid-
plane; the transverse spatial distance of each shear layer in the
near wake is very narrow indicating a very high vorticity gradient
of the shear layer; moreover, each layer is drawn toward the plane
of symmetry of the base region; near the free surface each layer is
deflected away from the symmetric plane and the vorticity in the
shear layer is reduced. As described by Gerrard �17�, vortex shed-
ding occurs when the vorticity in the shear layer is strong enough

to draw the opposing vortex across the wake to cut off further
supply of vorticity from the shear layer. Below the midplane, the
free surface effect on the vorticity is very weak and a regular
vortex street is observed; near the free surface, due to the reduced
vorticity in the shear layer by the free surface effect, no vortex
shedding forms.

It is also observed in Fig. 10 that the free surface reduces the
Reynolds stress �u�v� in the near wake, and that high concentra-
tion centers of �u�v� are displaced further downstream as the free
surface is approached. Furthermore, in the wake below the mid-
plane an additional but weaker concentration pair occurs close to
the base of the cylinder; this overall form of the Reynolds stress
pattern qualitatively agrees with the experimental observation in
the near wake of a cylinder with a larger spanwise extent as pre-
sented by Mittal and Balachandar �18�.

By employing the �-criterion defined by Jeong and Hussain
�19�, three dimensional coherent vortex structures can be identi-
fied in the near wake �� is the second largest �negative� eigen-
value of the tensor related to the deformation rate tensor�.

Figures 11 and 12 show the instantaneous vortex structure for
flows at the same Reynolds number but with two different Froude
numbers. At a Froude number of 0.8, few effects of the free sur-
face can be felt in the deep wake resulting in a region where 2D
flow features dominate and vortex tubes lie in horizontal planes;
above the midplane the shedded vortex tubes slant and near the
free surface they re-attach to the free surface exhibiting a strong
3D feature of the flow. The figure also shows that when the
Froude number increases the vortex generation is further attenu-
ated. At FrD=2.0, the free surface effect has propagated through-
out the wake and no regular vortex shedding is observed. With the

Fig. 7 Contours of the instantaneous vorticity magnitude for
Case 1 in Table 1 on the plane adjacent to the bed „a…, at the
midplane „b…, and near the free surface „c…

Fig. 8 Power spectral density of the lift for Case 1 in Table 1
on the plane adjacent to the bed „a…, at the midplane „b…, and
near the free surface „c…

Fig. 9 Contours of time-averaged vorticity magnitude for Case
1 in Table 1 on the plane adjacent to the bed „a…, at the midplane
„b…, and near the free surface „c…
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isosurface value of �=−5, no vortex structure is seen well below
the free surface implying vortices with less intensity dominate this
region.

Vortex structures for flows at the same Froude number but two
different Reynolds numbers are shown in Figs. 11 and 13. It is
observed that at a higher Reynolds number, ReD=1.0�105, the
2D flow feature exists up to a position closer to the free surface
than that at a lower Reynolds number, ReD=2.7�104, which im-
plies that flows at a higher Reynolds number can swamp the free
surface effect on the vortex structure in the near wake.

This feature can also be demonstrated by carrying out a spec-
trum analysis on the lift acting on the cylinder as shown in Fig.
14. It is well known that without a free surface the Strouhal num-
ber of the lift oscillation for a 2D flow past a horizontal cylinder is
0.2 by, e.g., observation of Roshko �20�. In the region adjacent to
bed �see Fig. 14�a��, for ReD=1.0�105 the dominant StD number
of lift oscillation is identical to the typical value of 0.2, which
indicates that this region is free of the free surface effect; whereas

as Reynolds number decreases, the StD number increases and the
intensity of oscillation decreases indicating the free surface effect
has spread further down from the air-water interface for flows
with smaller Reynolds numbers. It is also shown in Fig. 14 that
the oscillation intensity becomes stronger as the Reynolds number
increases. For ReD=1.0�105, near the free surface, the oscillation
is even not completely random and a relatively dominant fre-
quency is observed. This confirms that flows at a higher Reynolds
number have more resistance to the free surface effect.

Drag and Lift on the Cylinder
In this section we explore the drag distribution along the cylin-

der for various Reynolds and Froude numbers together with the
overall mean drag coefficient. Spectrum analysis is applied to the
lift to study its distribution at various Reynolds and Froude num-
bers.

The sectional drag coefficient Cd and lift coefficient Cl are de-
fined, respectively, as

Cd = fx/��l
*U2D/2� �15�

Fig. 10 Contours of the Reynolds stress Šu�v�‹ for Case 1 in
Table 1 on the plane adjacent to the bed „a…, at the midplane „b…,
and near the free surface „c…

Fig. 11 Instantaneous vortex structure in the near wake at
ReD=2.7Ã104 and FrD=0.8; the view is taken on the plane cross
the cylinder center in the inflow direction „�=−5…

Fig. 12 Instantaneous vortex structure in the near wake at
ReD=2.7Ã104 and FrD=2.0; the view is taken on the plane cross
the cylinder center in the inflow direction „�=−5…

Fig. 13 Instantaneous vortex structure in the near wake at
ReD=1.0Ã105 and FrD=0.8; the view is taken on the plane cross
the cylinder center in the inflow direction „�=−5…
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Cl = fy/��l
*U2D/2� �16�

where fx and fy are the resultant forces per unit height of the
cylinder in the flow and transverse directions, respectively. The
flow consists of water and air with dynamic interaction, so the
overall drag coefficient on the cylinder is calculated over the
whole height of the cylinder by

C̄d = ��
0

H

fxdz����
l
*U2DHs/2� �17�

where H is the cylinder height and Hs is the initially immersed
height of the cylinder in water.

Figure 15�a� shows the time history of C̄d for water height of
4D and FrD=0.8 with respect to various Reynolds numbers. It is

seen that the mean value of C̄d varies slightly with Reynolds num-
ber; however, it still reveals the effect of free surface. Without free

surface, the mean C̄d was measured by Wieselsberger �21� to be
around 1.2 regardless of the Reynolds number for flows in sub-
critical region; therefore, the departure from this value reflects the
extent of free surface effect. This reiterates our previous finding
that flows at a higher Reynolds number are more capable of in-
hibiting the free surface effect. The profile of the time-averaged
sectional drag coefficient, �Cd, along the cylinder is plotted in
Fig. 16�a� for the same water height of 4D and FrD=0.8. As can
be seen �Cd is almost a constant below the midway �2D�; the
decrease of �Cd above 2D implies the existence of the free sur-
face.

Figures 15�b� and 16�b� display the time history of C̄d and the
profile of the time-averaged sectional drag coefficient �Cd, re-
spectively, for the same water height of 4D and ReD=2.7�104

with respect to various Froude numbers. As the Froude number

increases, the mean value of C̄d decreases, the oscillation intensity
reduces, and no dominant oscillation frequency is observed; how-
ever, the change is very small between FrD=1.6 and 2.0. It should
also be noted that in Fig. 16�b�, there is a big increase of �Cd on
the plane around 3.4D above the bed at FrD=2.0. The computa-

Fig. 14 Power spectral density of the lift at FrD=0.8, on the
plane adjacent to the bed „a…, at the midplane „b…, and near the
free surface „c…

Fig. 15 Overall drag coefficient C̄d as a function of time tU /d
at the same FrD=0.8 but various Reynolds numbers „a… and the
same Reynolds number ReD=2.7Ã104 but various Froude num-
bers „b…
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tional results show that the time-averaged drag force due to fric-
tion on the cylinder wall is trivial compared with the pressure
contribution; this can therefore be explained by examining the
pressure field in the area surrounding the cylinder. Figure 17 �a�
shows the time-averaged air-water interface �c=0.5� at ReD=2.7
�104 and FrD=2.0, and Fig. 17 �b� plots the time-averaged air-
water interface for FrD=0.8 for comparison. Figure 18 illustrates
the time-averaged pressure distribution on the plane 3.4D above
the bed. It is seen that at FrD=2.0, a much deeper wake behind the
cylinder, about 0.8D deep from the initial still water height �4D�,
and a more higher fountain in front of the cylinder, about 1.6D
above the initial still water level, are generated. This as a conse-
quence produces a negative pressure zone behind the cylinder,
thus causing the jump of drag force. Computational results also
reveal a negative pressure zone in both the air and water regions
near the free surface, which demonstrates that for flows at a higher
Froude number, i.e., FrD=2.0, the free surface in the wake near

Fig. 16 Time-averaged sectional drag coefficient distribution
along the cylinder at the same FrD=0.8 but various Reynolds
numbers „a… and the same Reynolds number ReD=2.7Ã104 but
various Froude numbers „b…

Fig. 17 Time-averaged air-water interface „c=0.5… at ReD=2.7Ã104 and FrD=2.0 „a…, and ReD=2.7Ã104 and FrD=0.8 „b….
Water flows in the x direction.

Fig. 18 Time-averaged pressure distribution on the plane 3.4D
above the bed at ReD=2.7Ã104 and FrD=2.0. There are 20 levels
between −0.34 and 0.59. The dashed lines represent negative
values.
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the cylinder acts as a cavity leading to an abrupt force change on
the cylinder near the free surface. Further down below the surface,
a positive pressure zone builds up in the deep wake for FrD=2.0;
thus �Cd decreases with Froude number �see Fig. 16�b��. This
results in that the variation of overall drag force on the cylinder is
insignificant between FrD=1.6 and 2.0.

Summary and Conclusions
Flows at various Reynolds and Froude numbers are simulated

by a two-phase LES model where the air-water interface is repre-
sented by volume of fluid �VOF� technique and a flux corrected
transport �FCT� algorithm for transport of the interface. The focus
is on the investigation of free surface effect on both flow struc-
tures in the near wake and the loadings on the cylinder.

This study has shown that the free surface attenuates the vortex
generation in the near wake and, as a result, reduces the vorticity
and vortex shedding. At a Froude number of 0.8, the flow in the
deep wake has 2D vortex structures whereas near the free surface
the vortex structures exhibit a strong 3D feature. At FrD=2.0, the
free surface effect has propagated throughout the wake and no
regular vortex shedding is observed; vortices with less intensity
dominate the region below the free surface. It has also been found
that flows at a higher Reynolds number damp the free surface
effect on the vortex structures in the near wake. At ReD=1.0
�105, 2D vortex structures prevail in the wake and the flow be-
haves like a 2D flow without a free surface.

For flows at the same Froude number, the mean value of the

overall drag coefficient C̄d increases with the Reynolds number;
the time-averaged sectional drag coefficient �Cd is almost invari-
ant in the deep wake at a certain Reynolds number but this con-
stant increases with the Reynolds number. The dominant StD num-
ber of the lift oscillation in the deep wake decreases with the
Reynolds number. For flows at the same Reynolds number, as the

Froude number increases the mean value of C̄d decreases, the
oscillation intensity reduces, and the oscillation loses some of its
period; however, the change is very small between FrD=1.6 and
2.0. Although at FrD=2.0 there is a big increase of �Cd in the
vicinity of the free surface, in the deep wake it decreases with the
Froude number resulting in the variation of overall drag force
acting on the cylinder to be insignificant.
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Nomenclature
CS � Smagorinsky constant
Cd � sectional drag coefficient
Cl � sectional lift coefficient

C̄d � overall drag coefficient
�Cd � time-averaged sectional drag coefficient

D � cylinder diameter
FrD � Froude number
Fs � surface tension force
H � cylinder height

Hs � initially immersed height of the cylinder in
water

Sij � rate of strain tensor
StD � Strouhal number

U � inflow velocity
We � Weber number

c � color function
c̃ � smoothed color function
fx � resultant forces per unit height of the cylinder

in the flow direction

fy � resultant forces per unit height of the cylinder
in the transverse direction

g � gravitational acceleration
k � air-water interface curvature
p � pressure
t � time
u � velocity

x, y, z � coordinates
� � density
� � dynamic viscosity
� � coefficient of surface tension
�t � eddy viscosity
� � cubic root of the volume of a computational

cell
�	 � wall shear velocity
� � the second largest �negative� eigenvalue of the

tensor related to Sij

Superscripts
n � time level

* � dimensional property

Subscripts
g � air

i , j � coordinate components
l � water
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Extended Angular Range of a
Three-Hole Cobra Pressure Probe
for Incompressible Flow
This paper analyzes the operative characteristics of a three-hole cobra type probe espe-
cially designed to attain an angular range higher than 180 deg for planar turbulent
flows. A new calibration and data reduction method are also introduced, discriminating
three different zones inside the angular range of the calibration. This methodology im-
proves the probe performance, extending its operative angular range from the typical
�30 deg to �105 deg. In addition, the transmission of the uncertainty—from the pres-
sure measurements to the flow variables—is estimated, showing reasonably low levels for
the whole angular range. Furthermore, the sensibility of the probe calibration to the
Reynolds number and the pitch angle is considered, and the influence of the turbulence
level is outlined. Regarding these factors, the probe precision in the extended angular
range is found to be similar to that of the traditional range. Finally, the probe is tested in
a flow field with large variations of the incidence angle, and the results obtained with the
new method are compared to those given by the traditional calibration.
�DOI: 10.1115/1.2969457�

Introduction

The pressure and velocity of incompressible flows can be mea-
sured in a plane using three-hole pressure �THP� probes. Typi-
cally, these probes have angular ranges around �30 deg, with
slight variations depending on the probe type �1�.

Recently, some procedures to extend the operative angular
range of THP probes have been developed by the authors �2�. In
that research, it was suggested that angular ranges higher than
180 deg could be attained using cobra type probes �Fig. 1�, with
construction angles between 30 deg and 40 deg. The present pa-
per describes a calibration and a data reduction method employed
with a probe of such characteristics in order to obtain the maxi-
mum possible angular range.

The cobra type probe operates with a “non-nulling” mode using
a direct calibration method. The non-nulling mode keeps the
probe position fixed and uses the pressure measured in the probe
holes to obtain the velocity magnitude and the flow direction �3�.
This method is less time-consuming than the “nulling” mode be-
cause there is no need to orientate the probe during the measure-
ments. Also, using fast-response pressure transducers, it is pos-
sible to measure unsteady flows and even turbulence �4–6�.
Moreover, the direct calibration procedure has the advantage to
take into account the specific effects of the probe geometry �7�.

Cobra type probes not only exhibit a higher angular range than
cylindrical probes, but also they are unaffected by von Kárman’s
vortex shedding. However, they are less stable to variations in the
Reynolds number than cylindrical geometries.

The maximum attainable angular range is limited by double
points and duplicated zones in the data reduction equations. A
complete description of this topic can be found in Refs. �2,8�.
Double points compromise the unequivocal determination of the
flow angle ��� and limit the maximum angular range for probes
with construction angles higher than 35 deg. On the other hand,
the emergence of duplicated zones implies that a single angular
interval cannot be directly identified from the pressure measure-

ments. The maximum angular range is limited by the appearance
of duplicated zones for probes with construction angles under
35 deg.

Typically, THP probes are designed with a construction angle of
45 deg �9�. In a recent analysis �2�, it was found that the highest
angular range would be reached in the region where double points
and duplicated zone boundaries overlap. To corroborate the theo-
retical analysis, a 35 deg cobra type probe has been built.

This paper analyzes the performance of the probe using a zone-
based data reduction method to extend its operative angular range.
Also, the uncertainty transmission and the other effects that influ-
ence the probe accuracy are addressed.

Probe Geometry
The geometry of the cobra type probe is shown in Fig. 2. The

mechanical design is based on previous experiences in the con-
struction of hot-wire anemometry probes �10�.

The probe is composed of three aluminum tubes, with external
and internal diameters of 2 mm and 1.5 mm. The frontal section
of the probe is thus 6�2 mm2. The flow Reynolds number is
defined with a characteristic length of 6 mm. The construction
angle �35 deg� corresponds to the angle between the faces of the
central and each lateral hole. The probe holder, normal to the
measurement plane, is 6 mm in diameter.

Calibration Method
In a typical calibration procedure, a THP probe is placed on a

setup that provides a uniform flow. The probe is axially rotated to
change the flow incidence angle �11�. For each position, the pres-
sures in the probe holes �P1, P2, and P3� are stored, together with
the position angle ��� and the flow magnitude in the setup. The
flow magnitude is usually defined through the static and dynamic
pressures �Ps and Pd� at the measurement section with a Pitot-
static probe.

The test rig used is a small wind tunnel with an open test
section. The probe was positioned from −120 deg to 120 deg with
a step-motor driven support, recording data every 5 deg. The base
line calibration was conducted at 45 m /s, corresponding to a Rey-
nolds number of 1.8�104.

Figure 3 shows the pressure distributions measured in the holes
of the probe as a function of the flow angle. They have been
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normalized as typical pressure coefficients: f i= �Pi− Ps� / Pd. Maxi-
mum values �f i=1� are obtained for relative zero-incidence flow
angles in each hole: 0 deg for the central and +35 deg and
−35 deg for the right and left holes, respectively. Minimum values
are found when the flow is aligned with the faces of the holes:
�90 deg for the central one �f1�−0.8� and +55 deg and −55 deg
for the left and right, holes respectively.

The traditional calibration method defines normalized coeffi-
cients �angular coefficient C�, total pressure coefficient CP0

, and
static pressure coefficient CPs

�, relating the values registered dur-
ing the calibration �12�.

C� =
P2 − P3

P1 − 0.5�P2 + P3�

CP0
=

P0 − P1

P1 − 0.5�P2 + P3�

CPs
=

P0 − Ps

P1 − 0.5�P2 + P3�
�1�

where P0 and Ps represent the total and static pressures in the
setup, and P1, P2, and P3 correspond to the pressures in the cen-
tral, left, and right holes of the probe, respectively. With the value
of these coefficients in each angular position, the calibration
curves of the probe are constructed. Once the calibration is com-
pleted, those curves are employed to retrieve the direction and the
velocity magnitude of the measured flow �13�, according to the
procedure shown in Fig. 4. In this data reduction procedure, the
value of C� is obtained for each measurement with the pressures
recorded in the three holes, using the first expression in Eq. �1�.
From the C� calibration curve, the flow angle � is determined
�upper graphic in Fig. 4�. Once � is known, the values of CP0

and
CPS

for that particular angle are obtained from their own calibra-
tion curves �bottom graphic�. Then, P0 and Ps are calculated with
the second and third expressions in Eq. �1�. Finally, the difference
between them, i.e., the dynamic pressure, provides the velocity
magnitude of the flow.

With the traditional calibration, the operative angular range of
the probe is about �48 deg, due to the presence of singular points
at −50 deg and +50 deg in the angular coefficient.

To avoid these singularities, a zone-based data reduction
method has been defined. This method discriminates three differ-
ent zones for the angular range of the calibration, which are iden-
tified using the pressures measured in the holes. In particular, each
zone corresponds to the angular interval where one of the pres-
sures in the holes is higher than the others. Figure 3 shows these
three zones: A when P1 is the highest pressure; B and C when P2
and P3 are the highest values, respectively. For each zone, a dif-
ferent angular coefficient is established.

C� =
P2 − P3

P1 − 0.5�P2 + P3�
Zone A �2�

Fig. 1 Three-hole cobra type probe

Fig. 2 Sketch of the cobra type probe

Fig. 3 Pressure coefficient distributions in the holes of the
cobra type probe

Fig. 4 Traditional calibration coefficients and data reduction
procedure
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C� =
P3 − P2

P2 − 0.5�P1 + P3�
+ 4 Zone B �3�

C� =
P3 − P2

P3 − 0.5�P1 + P2�
− 4 Zone C �4�

Accordingly, both total and static pressure coefficients are also
defined as

CP0
=

P0 − P1

P1 − 0.5�P2 + P3�
Zone A �5�

CP0
=

P0 − P1

P2 − 0.5�P1 + P3�
Zone B �6�

CP0
=

P0 − P1

P3 − 0.5�P1 + P2�
Zone C �7�

CPs
=

P0 − Ps

P1 − 0.5�P2 + P3�
Zone A �8�

CPs
=

P0 − Ps

P2 − 0.5�P1 + P3�
Zone B �9�

CPs
=

P0 − Ps

P3 − 0.5�P1 + P2�
Zone C �10�

The angular coefficients �2�–�4� have no singular points in the
zones where each one is defined. In addition, they are monotonous
functions with the flow angle, allowing an extension of the opera-
tive angular range. Other expressions for the angular coefficient
could be chosen �2�, but the relations previously introduced have
been selected because of the similarity to the traditional coeffi-
cients. Specifically, the +4 and −4 values in Eqs. �3� and �4� have
been added to obtain a continuous function of the angular coeffi-
cient throughout the three zones, simplifying its graphic represen-
tation and the flow field determination.

Figure 5 compares the angular coefficient defined through Eqs.
�2�–�4� �solid line� with the traditional one �dashed line�. Obvi-
ously, both coefficients are equal in Zone A. It can be observed
that, using the traditional calibration, this cobra type probe pro-
vides an important angular range ��48 deg�, notably higher than
typical ranges ��30 deg� found in the literature for THP probes.
However, with the zone-based data reduction method, the angular
range is extended up to �105 deg. In this case, the limit is due to
the appearance of duplicated zones and not to the emergence of
double points. For instance, when the flow angle is higher than
105 deg, P2� P1� P3, which is the same condition already ful-

filled in Zone B. As a result, this external zone cannot be distin-
guished from the previous Zone B, and thus the angular range has
to be limited to �105 deg.

Uncertainty Transmission
In this section, the uncertainty transmitted from the pressures

measured in the holes of the cobra type probe to the flow variables
is estimated. This uncertainty is calculated based on the method
proposed by Kline �14� �further details can be found in Ref. �2��:

I� =
Ip

Pd
·

��f3 − f2�2 + �f1 − f3�2 + �f2 − f1�2

f1��f3 − f2� + f2��f1 − f3� + f3��f2 − f1�
�11�

IPd
= Ip ·

��f3� − f2��
2 + �f1� − f3��

2 + �f2� − f1��
2

f1��f3 − f2� + f2��f1 − f3� + f3��f2 − f1�
�12�

IPs
= Ip ·

��f2f3� − f3f2��
2 + �f3f1� − f1f3��

2 + �f1f2� − f2f1��
2

f1��f3 − f2� + f2��f1 − f3� + f3��f2 − f1�
�13�

In these expressions, I� denotes the uncertainty of the flow angle,
while IPd

and IPs
are the uncertainties of the dynamic and static

pressures, respectively. Ip is the uncertainty of the pressure mea-
sured by the transducers, which is supposed to be the same for the
three holes of the probe. f i��i=1,2 ,3� are the derivatives of the
pressure coefficients f i with respect to the flow angle. Equations
�11�–�13� show that the uncertainty transmission to the final re-
sults depends only on the pressure coefficient distributions. Fur-
thermore, it has been found that the uncertainty, although different
for each specific geometry, is independent of the data reduction
procedure employed.

Figure 6 shows the uncertainty results for this cobra type probe,
estimated from expressions �11�–�13� with the pressure coeffi-
cients shown in Fig. 3. It represents the angle uncertainty �black
line� and the uncertainties of the dynamic �dark gray line� and
static �light gray line� pressures. The uncertainty of the flow angle
is expressed as a percentage of the uncertainty in the pressure
measurement Ip relative to the dynamic pressure Pd. Both dy-
namic and static pressure uncertainties are referenced to the un-
certainty in the pressure measurement Ip. These latter uncertain-
ties are from two to four times higher than in the case of
cylindrical probes �2�. However, since the pressure uncertainty of
typical transducers is quite low �from 0.1% to 0.25% of the nomi-
nal range�, the absolute uncertainty levels are reasonably small.
Moreover, the uncertainty distributions shown in Fig. 6 are the
same as those of the traditional calibration in the common angular
interval.

The angle uncertainty does not exceed 0.6 deg for every 1% of
Ip / Pd in the whole angular range. In the case of zero-incidence
flows, this uncertainty is barely 0.2 deg for every 1% of Ip / Pd.
Also, the uncertainty levels for both dynamic and static pressures
are, respectively, 3.6 and 2.8 times Ip. The dynamic pressure un-
certainty reaches the maximum values around �95 deg, while the

Fig. 5 Angular calibration coefficient: zone-based „solid… and
traditional methods „dashed line…

Fig. 6 Uncertainty of the flow variables
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minimum values are found at �50 deg. The static pressure uncer-
tainty has its maximum at zero-incidence flow, with the minimum
values around �70 deg, which are progressively increased toward
the limits of the operating range.

Reynolds Number Effects
Previous sections described a zone-based procedure to improve

the angular range of a cobra type probe. Also, the uncertainty
transmission from the measurements to the results has been ana-
lyzed to characterize the probe accuracy. However, the major
source of error for THP probes derives from the difference be-
tween the velocity adopted in the calibration and the measured
velocity.

The analysis of the previous sections was conducted assuming
that the pressure coefficient distributions are independent of the
velocity magnitude, i.e., they are exclusively a function of the
incidence angle �. Nevertheless, this is true only for a certain
Reynolds number range, which even depends on the particular
geometry of the probes. To outline the sensibility of the probe
calibration to Reynolds number variations, different flow veloci-
ties were tested to obtain the pressure coefficients.

In the calibration setup, yaw angles ranging from
−120 deg to 120 deg were considered every 5 deg. The measure-
ments were obtained for five different velocities, from 25 m /s
to 65 m /s, corresponding to Reynolds numbers from 1.0�104 to
2.6�104. Figure 7 shows the pressure coefficient distributions
measured for the five Reynolds numbers. The figure includes all
the angular coefficient distributions obtained with the zone-based
method. The effect of the flow velocity is practically negligible for
yaw angles within �70 deg. The most significant variations are
observed in the central hole pressure coefficient, when the yaw
angle is beyond �75 deg. For these external zones, the f1 values
decrease as the Reynolds number increases, with maximum varia-
tions around �90 deg.

Data corresponding to Reynolds numbers of 1.0�104, 1.4
�104, 2.2�104, and 2.6�104 were reduced with the zone-based
method using the calibration of an intermediate Reynolds number

�1.8�104�. The results have been compared with the real values
to estimate the error introduced. Figure 8 represents the absolute
error in the determination of the angle �Err� as a function of the
real flow angle ���. As expected, the error increases with the
difference between calibration and measured velocities. For cen-
tered intervals, �40 deg, the error is less than 1 deg. It maintains
reasonably low values �under 2.5 deg� from �40 deg
to �75 deg, but it increases severely beyond that limit �where the
largest variations of the pressure coefficients were observed in
Fig. 7�.

It is good practice to complete several calibrations for different
Reynolds numbers when there is a large variation in the velocity
magnitude �or high precision is required�. Figure 8 shows a pro-
gressive enlargement of the errors, increasing with the deviation
in the velocity magnitude from the base line calibration. Assuming
a linear dependence between them �at least in averaged terms�, an
alternative methodology has been introduced, interpolating differ-
ent calibrations in order to obtain more accuracy in the flow vari-
ables.

The results of this procedure are illustrated in Fig. 9. It shows
the errors when the data reduction is done interpolating between
calibrations at extreme Reynolds numbers: 1.0�104 and 2.6
�104. In �45 deg interval, the error is now reduced to values
under 0.6 deg. External ranges present higher values but not ex-
ceeding 2 deg of absolute error. Moreover, the maximum relative
error introduced for the determination of the velocity magnitude is
5%, with a 4% error in the static pressure measurement.

Pitch Angle and Turbulence Level Effects
Another error is caused by the deviation of the flow from the

probe measurement plane. It is considered that THP probes pro-
vide accurate results if the pitch angle � �angle between the flow
and the probe measurement plane� does not exceed 10 deg or

Fig. 7 Pressure and angular coefficients for different flow
Reynolds numbers

Fig. 8 Errors in the estimation of the flow angle using a refer-
ence calibration of Re=1.8Ã104

Fig. 9 Errors in the estimation of the flow angle when interpo-
lating between two calibrations at different Reynolds numbers
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12 deg �see Refs. �1,12��. In addition, it is to be expected that the
pitch angle influence increases with the yaw angle. Then, its effect
would be more evident in the extended range of the zone-based
method.

A set of tests has been carried out to characterize this influence.
The angular coefficient has been obtained for the whole calibra-
tion range varying the pitch angle from 0 deg to 20 deg every
2.5 deg. All the tests were conducted for the base line Reynolds
number of 1.8�104.

Figure 10 shows these angular coefficients. Due to the symme-
try of the results, only the positive values of the yaw angle have
been plotted. From 0 deg to 60 deg, the angular coefficients re-
veal only small differences even for pitch angles as high as
20 deg. From 60 deg onwards, the difference becomes more evi-
dent, increasing with both pitch and yaw angles.

In order to quantify the effect of the pitch angle, these measure-
ments have been used to determine the error introduced when the
zero pitch calibration is employed with flows of nonzero pitch
angle. Figure 11 shows, for each pitch series, the difference be-
tween the yaw angle obtained using the zone-based method and
the real yaw angle set in the calibration setup. This allows a better
appreciation of the pitch angle influence.

For yaw angles between 0 deg and 45 deg, the error remains
below 1 deg if the pitch angle is smaller than 10 deg. For yaw
angles above 45 deg, the pitch angle should be kept below 5 deg
to obtain the same accuracy. Pitch angles above 15 deg give too
much error even for low yaw angles, although up to 50 deg the
error remains below 3 deg, for � as high as 20 deg.

The effect of the turbulence level is also closely related to the
pitch angle influence. Cobra type probes are less sensitive to tur-
bulence than the three-hole cylindrical probes, because they de-
velop bluff-body separations instead of a boundary-layer detach-

ment over a convex surface. Nevertheless, there are two effects of
the turbulence level over the probe accuracy: the error induced
over the pressure value and the flow angle deviation �see Refs.
�9,15��. The first effect is considered low if the turbulence inten-
sity is not too high; Chue �15� reported a total pressure change of
only 2% with a turbulence intensity of 20%. Also, this effect can
be taken into account using fast-response transducers �a correction
of the line-cavity system can be needed �4–6��. On the other hand,
the flow angle deviation can only be partially determined with
fast-response transducers because fluctuations occur in both yaw
and pitch angles.

No specific tests have been carried out to analyze the influence
of the turbulence level on this cobra type probe. However, con-
cerning the deviation of the flow angle, a relation could be as-
sumed between the turbulence intensity and a certain amplitude of
angular oscillations. In particular, Walsche et al. �16� argued that
15 deg correspond to quite a strong intensity, about 40%. There-
fore, it is expected for the probe to be rather insensitive to turbu-
lence in the range of the traditional calibration: An amplitude of
10 deg has been analogous to a turbulence level around 25%. On
the other hand, if good accuracy has to be maintained for the
whole extended angular range, the turbulence level of the flow
should be lower �an amplitude of 5 deg, about 10%�.

Measurement Test
The performance of the cobra type probe has been tested in a

flow field with large variations of the incidence angle.
The probe was mounted in the calibration setup on a support

able to generate an oscillating angular motion. The flow velocity,
maintained constant, was measured with a Pitot-static probe. The
angular oscillation was continuously measured using a goniometer
of 0.25 deg precision. The amplitude of the oscillations was pro-
gressively increased from 0 deg to �120 deg. The pressure val-
ues of the probe holes were acquired with a frequency of 100 Hz
during 60 s, together with the angular position and the flow ve-
locity. The flow variables were calculated using both traditional
and zone-based data reduction methods.

The retrieved flow angles are shown in Fig. 12 compared to the
real values. Fluctuations in the flow direction within �40 deg are
accurately described by both methods. When the variations are
beyond those angles, the traditional calibration fails, providing an

Fig. 10 Influence of the pitch angle � on the angular
coefficient

Fig. 11 Errors in the yaw angle determination with different
pitch angles

Fig. 12 Flow angle measurements obtained with the tradi-
tional calibration and with the zone-based data reduction
method
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incorrect value of the flow angle. On the contrary, the zone-based
method measures correctly the variations of the flow angle of up
to �100 deg. Beyond this limit, erratic values are also obtained.

Conclusions
A three-hole cobra type probe with a construction angle of

35 deg has been designed and built to measure flow fields with
strong variations of the incidence angle.

A zone-based method has been defined for the data reduction
procedure, extending the operative angular range from the
�48 deg of the traditional calibration to �105 deg. The uncer-
tainty transmission has been analyzed, and the values in the ex-
tended angular range have been found to be similar to those in the
traditional range.

The effect of the Reynolds number on the probe performance
has also been studied. A methodology, based on the interpolation
between two calibrations for different Reynolds numbers, was
proposed. It has been shown that this strategy reduces the errors
even in the extended angular range, to 2 deg in the angle, 5% in
the velocity magnitude, and 4% in the static pressure.

In addition, the influence of pitch angle deviations has been
tested. The results show that pitch angles below 10 deg are ac-
ceptable in the traditional range, while 5 deg is the maximum
admissible deviation to obtain the same accuracy in the extended
range.

Finally, a measurement test was conducted in a flow with large
variations in the incidence angle. It is shown that the traditional
calibration provides accurate results of up to �40 deg, while the
zone-based method enlarges the attainable span more than two
times, reaching up to �100 deg.
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Nomenclature
C� � angular coefficient

CP0 � total pressure coefficient
CPs � static pressure coefficient
Err � absolute error �deg�

f i � pressure coefficient, i=1,2 ,3
I� � angle uncertainty �deg�
IP � pressure uncertainty �Pa�

IPd � dynamic pressure uncertainty �Pa�

IPs � static pressure uncertainty �Pa�
P1 � central hole pressure measurement �Pa�
P2 � left hole pressure measurement �Pa�
P3 � right hole pressure measurement �Pa�
Pd � dynamic pressure �Pa�
P0 � total pressure �Pa�
Ps � static pressure �Pa�
Re � Reynolds number

t � time �s�

Greek Letters
� � flow angle �yaw angle� �deg�
� � pitch angle �deg�
� � construction angle of the probe �deg�
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Pressure drop through anisotropic porous mediumlike cylinder
bundles is experimentally examined in turbulent flow regime.
Three porosities, ��0.66, 0.82, and 0.90, are considered. The
flow blockage by the cylinder bundles is varied, with the yaw
angle ��� used as an anisotropic measure. When the yaw angle is
fixed while the porosity is varied, the pressure drop behaves as
predicted by the force balance model, consistent with the classic
observation: The pressure drop is proportional to the square of
the flow velocity with the empirical proportionality as a function
of �1��1/2� /�2 obtained from the force balance model compared
to that of �1��� /�3 from the hydraulic radius theory. On the
other hand, for a given porosity, topological anisotropy of the
cylinder bundles causes the sinusoidal response of the pressure
drop to the variation of yaw angle. At ��0 deg with a 60 deg
period, the lowest pressure drop occurs from the most open con-
figuration of the cylinder bundle whereas the largest flow block-
age at ��30 deg causes the highest pressure drop. This variation
appears to result from an increase in the drag coefficient of each
cylinder element in a harmonic manner.
�DOI: 10.1115/1.2969454�

Introduction
Analyzing pressure drop in porous media has long been a popu-

lar research subject for its importance in civil and chemical engi-
neering applications including flow through soil grains and vari-
ous filters �1–6�. Typically, the porous media are assumed to be
isotropic. At the microscopic level, the size of individual pores
often differs spatially. However, at the macroscopic level, the
pores are assumed to be statistically and volumetrically isotropic.
This assumption may be reasonable if the pores are randomly
distributed within the bulk of the porous media.

Numerous efforts made hitherto have led to a multitude of com-
prehensive studies on pressure drop across porous media �see,
e.g., Trussell and Chang �1��. Following the well-known Darcy
experiment in 1856 for pressure drop through a unidirectional
�isotropic� porous medium, the so-called “Darcy flow” has been

extended for higher flow velocity regimes such as Forchheimer,
transitional, and turbulent regimes. This is due to the fact that
Darcy’s empirical correlation is only valid in a very low flow
velocity �creeping flow� regime, i.e., Redp�1, where dp is repre-
sentative pore diameter.

It has been well established that pressure drop through an iso-
tropic porous medium is dependent on the porosity of the medium
and its representative pore size. Moreover, the pressure drop is
proportional to flow velocity in the Darcy flow regime and its
square in the turbulent flow regime. For isotropic porous media, it
is nonetheless not a function of flow orientation to the porous
medium. Reynolds numbers for flow through porous media such
as soil and sand are often inhibited by low porosity values, result-
ing in, therefore, Darcy flow. On the other hand, flow through
highly porous media �e.g., open-celled metallic foams with ran-
dom cellular structures and lattice-frame materials having periodic
topologies� with porosity values as high as 0.9 falls typically in
the turbulent regime. For turbulent flow, with viscous contribution
neglected, pressure drop �P through length �L of an isotropic
porous medium can be expressed as

�P

�L
= �V2 �1�

where V is the discharge velocity through the porous medium and
� is an empirical constant.

When flow through anisotropic porous media such as a high
porosity lattice-frame material at high Reynolds numbers is of
concern �7�, the orientation of flow plays an important role in
determining pressure drop and heat transfer characteristics. De-
pending on the flow orientation, up to 200% more pressure drop
was caused from the most closed configuration compared to the
most open one �7�. However, a literature search reveals that there
exists no study on the systematic variation of flow orientation and
its influence on pressure drop.

The present study aims to study experimentally the effect of
flow orientation on pressure drop through high porosity aniso-
tropic media in turbulent regime. To this end, flow through banks
of cylinders �assumed to be a porous medium� whose flow orien-
tation is allowed to systematically change for three selected po-
rosities, �=0.66, 0.82, and 0.90, is considered with Reynolds
number �Red� based on cylinder element diameter varying from
5.0�102 to 5.0�103. In addition, information regarding the pres-
sure drop in circular bundles composed of cylinder banks as a
function of cross flow orientation is applicable to many heat ex-
changer applications. Traditionally, the flow direction of the cross
flow to such heat exchangers is assumed to be known and invari-
ant. However, in many cases, it may vary, leading to the change of
pressure drop patterns across the heat exchangers. This paper also
addresses this problem.

Experimental Details

Test Facility and Models. Banks of cylinder models were fab-
ricated using parallel and periodically arranged Perspex tubes
glued onto two circular disks as endwalls. Figure 1�a� shows sche-
matically the cylinder bundle and its unit cell. The unit cell has an
equilateral triangular configuration, with SX, SY, and SXY denoting
the longitudinal, transverse, and equilateral pitches, respectively.

As argued by Fowler and Bejan �8� and Kim et al. �9�, for a
given flow orientation, the use of porosity may provide a better
parametrized view of the pressure drop behavior in the cylinder
bundle �as a porous medium� if the porosity is varied by changing
the cylinder diameter while the spacing between the cylinder ele-
ments is fixed. Under this condition, the porosity can thence be
used as a reference parameter, even though the idea of porosity
stems from volumetric considerations. The porosity, � �void frac-
tion�, is defined based on the configuration of Fig. 1�a� as
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� = 1 −
	

4 cos�	/6�
� d

SXY
�2

� 1 − 0.907� d

SXY
�2

�2�

where d is the cylinder diameter and SXY is the centerline distance
between cylinders �equilateral pitch�. To change the porosity, SXY
is set to be constant while the diameter of the cylinder elements is
varied. Three test samples with different porosities �0.66, 0.82,
and 0.90� were fabricated. The geometrical parameters of each test
sample are summarized in Table 1.

A side view of the test rig is presented in Fig. 1�b�. Flow in the
test section is supplied by a blowdown wind tunnel �not shown in
Fig. 1�b��. The cylinder bundle disk consisting of 110 cylinder
elements distributed according to the parameters in Table 1 is
placed at the center of a rectangular flow channel �0.2 m
�width��0.026 m �height��, with its diameter equal to half of the
channel width. The disk axis coinciding with the z-axis is con-
nected to a rotary table, so that the yaw angle ��� of the cylinder
bundle can be systematically varied.

Velocity and Pressure Measurements. For pressure drop mea-
surement, pneumatic pressure tappings were installed at both the
inlet and outlet of the cylinder bundle. Two tappings were used to
measure the inlet pressure �averaged later� while another ten tap-

pings were transversely distributed at the outlet of the test sample
with 1.0Sy interval, as illustrated in Fig. 1�a�. The pressure tap-
pings were then connected to a differential pressure transducer.

Reynolds number is defined based on the cylinder diameter d as

Red =

Umd

�
�3�

where Um is the mean inlet flow velocity, 
 is the air density, and
� is the air viscosity.

The uncertainties associated with the measurements of static
pressure and flow velocity were estimated using a method re-
ported in Coleman and Steele �10� �based on 20:1 odds� and found
to be within 2.9% and 1.8%, respectively. Note that only random
errors were considered and it was assumed that, with careful cali-
brations, the bias �systematic� errors could be minimized.

Force Balance in Cylinder Bundles
Analytically, for flow passing through a cylinder bundle, the

drag force experienced by each cylinder element may be ex-
pressed by considering force balance in a control volume �Fig. 2�.
Consideration of force balance between flow and cylinder ele-
ments in the control volume �=lxlylz� leads to �1�

Fig. 1 Schematics of test rig used for pressure drop measurement: „a… plan view; „b…
side view

Table 1 Detailed parameters of cylinder bank models

Porosity
���

Yaw angle
��, deg�

Cylinder
diameter
�d, mm�

Cylinder
length

�H, mm�

Aspect
ratio

�H /d�

Cell pitches �mm� Spacing
ratio

�SXY /d�SX SY SXY

0.90 0 deg���60 deg
with 5 deg
increment

3.0 26 8.67 7.79 9.0 9.0 3.0
0.82 4.0 6.5 2.25
0.66 5.5 4.7 1.64
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−
�p

�x
lxlylz − Cd

1

2

V2AN = 0 �4�

where Cd is the drag coefficient, V is the discharge velocity in the
control volume, A is the frontal area of each cylinder element, and
N is the number of cylinders in the control volume. The discharge
velocity �V� takes account for the reduced flow area by the in-
creased flow velocity due to the cylinder elements in the control
volume as V=Um /�, where � is the porosity defined in Eq. �2�.
The frontal area of each cylinder element and the number of cyl-
inder elements in the control volume are A= lzd and N
= ��4 / �	d2���1−��lxly�, respectively.

Substitution of these into Eq. �4� yields

−
�p

�x
= Cd

2


	d
�1 − �

�2 �Um
2 �5�

Let

�� = Cd

2


	d
�1 − �

�2 � �6�

denote the proportionality coefficient, Equation �5� for pressure
drop across a cylinder bundle can then be rewritten as

−
�p

�x
= ��Um

2 �7�

which has the same format as Eq. �1� but for the detailed expres-
sion of �� relative to �. It should also be noted that the effect of
porosity on the empirical constants in quadratic terms �nonlinear-
ity factor� obtained from the hydraulic radius theory �see Ref. �1��
and from the force balance model are distinguished: �1−�� /�3

versus �1−�� /�2, respectively.

Discussion of Results

Overall Pressure Drop Behavior With Porosity Variation at
High Reynolds Numbers. Figure 3�a� plots pressure drop
through the porous mediumlike cylinder bundle as a function of
flow velocity. Three different porosity cases ��=0.66, 0.82, and
0.90� are included for �=0 deg �as configured in Fig. 2�. Clearly,
as the pressure drop is proportional to the square of flow velocity,
the flow is in the turbulent regime.

At a fixed Reynolds number, a higher pressure drop is observed
from a lower porosity sample, indicating a larger value of the
proportional constant �slope ���� in Eq. �7��. Based on the force
balance model, the proportional constant is calculated for each
sample and plotted in Fig. 3�b� as a function of Reynolds num-
bers. The proportional constant increases in value as the porosity
is decreased but is approximately independent of the Reynolds
number in the turbulent range of 1.0�103�Red�5.0�103. On
the other hand, when Red�1.0�103 in the present study, transi-

tion from laminar flow appears to take place. This transitional
Reynolds number is consistent with the data reported in Refs.
�9,11�.

Applicability of Force Balance Based Model. Equation �6�
suggests that the proportionality constant �� depends on the po-
rosity of the cylinder bank according to �1−�� /�2. However, in
Eq. �6�, �� is a function of not only porosity � but also cylinder
diameter d, which changes as � is varied. In the present experi-
ment, to decrease porosity, the cylinder diameter was increased
while the equilateral pitch, SXY remained unchanged. Hence, with
Eq. �2�, the empirical constant �� can be rewritten as

�� = Cd� 


		 cos�	/6�
 SXY�� �1 − ��1/2

�2 � �8�

With SXY fixed, Eq. �8� confirms that the proportional constant
is mainly a function of the porosity of each sample, showing a
linear trend with the porosity product, �1−�1/2� /�2 �Fig. 4�, with a
least squares deviation of R2=0.9953. This implies that the drag
coefficient Cd of individual cylinder elements is constant regard-
less of the difference in porosity amongst different samples. Ac-

Fig. 2 Control volume at the central part of the circular cylin-
der bank for the force balance analysis

Fig. 3 Measured pressure drop and empirical constants in Eq.
„6… for three porosities: „a… Um versus �p /L /Um; „b… Red versus
��
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cording to Gu and Sun �12� who classified flow pattern on three
circular cylinders arranged in equilateral triangular configuration,
the three cases in the present study fall separately into small spac-
ing SXY /d=1.7 �for �=0.66�, transition spacing SXY /d=2.2 �for
�=0.82�, and medium spacing SXY /d=2.5 �for �=0.90�. Test data
on drag coefficient at “zero” yaw angle �12� showed that cylinder
elements experiencing wake shed from upstream cylinders had
similar values regardless of the range of spacing, supporting the
present observation.

Observation of Pressure Drop Variation With Yaw Angle.
Systematic rotation of the cylinder bundle disk relative to the
z-axis �Fig. 1� results in different cylinder configurations seen by
the incoming flow. While rotation at every 90 deg leads to four
different configurations, only two configurations are distinctive in
terms of projection area in streamwise view. For example, aero-
dynamically, �=0 deg and �=60 deg are identical and have the
most open flow passage to the flow whereas at �=30 deg and �
=90 deg, the flow passage is the most closed.

As a measure of anisotropy for a given Reynolds number, this
section aims to examine experimentally how the observed pres-
sure drop is affected by the variation of cylinder yaw angle. To
this end, the cylinder bundles were rotated with respect to the
geometrical center of the bundles as illustrated in Fig. 1. The
variation of yaw angle ��� ranges from −5° to +65°, with the
Reynolds number fixed at Red=2.5�103.

To examine the effect of yaw angle on empirical constant ��,
pressure drop at y /d=0 is considered. Figure 5 plots the variation
of �� with yaw angle � for �=0.90, from which it is seen that its
overall response to yaw angle variation obeys a harmonic func-
tion. With curve fitting, this can be expressed as

�� = − c1 cos�6�� + c2 �9�

where c1= ��max� −�min� � and c2= ��max� +�min� � /2.
The measurement data of Fig. 5 show excellent agreement with

Eq. �9�. To investigate what causes such harmonic variation, Eq.
�6� derived from force balance consideration is revisited. When
both the porosity and Reynolds number are fixed, the only source
to affect the empirical constant �� is the drag coefficient Cd. There
is an indication of the harmoniclike variation of Cd with yaw
angle reported by Gu and Sun �12�: Inside the cylinder bundles
�except a couple of unit cells from the entry region�, reattachment
patterns of wake shed from upstream cylinders on subsequent
downstream cylinders are varied with the yaw angle. As a result,

the drag coefficient on each cylinder element is varied in a har-
monic fashion. This may lead to the bulk harmonic response of
the drag coefficient to yaw angle variation as observed in the
present study �Fig. 5�.

Conclusions
Pressure drop characteristics through anisotropic porous medi-

umlike cylinder bundles are experimentally examined, with the
results interpreted using a force balance flow model. Three poros-
ity cases ��=0.66, 0.82, and 0.90� are considered in the turbulent
flow regime �5.0�102�Red�5.0�103�. The following conclu-
sions are drawn:

�1� Following the conventional relation of the pressure drop
through a variety of porous media, the pressure drop
through the porous mediumlike cylinder bundles is propor-
tional to the square of the flow velocity.

�2� For the particular configuration used in this study when
varying porosity, the empirical constant ���� is linearly pro-
portional to �1−�1/2� /�2 obtained from the force balance
flow model compared to that to �1−�� /�3 from the hydrau-
lic radius theory.

�3� With varying the yaw angle as a measure of the anisotropy
of the cylinder bundle, the pressure drop responds in a har-
monic manner with a 60 deg period for a given porosity as
a result of the varied drag coefficient of each cylinder ele-
ment �and the bulk of the cylinder bundles�.

Acknowledgment
This work is supported by the National Basic Research Pro-

gram of China �2006CB601203�, the National Natural Science
Foundation of China �50676075, 10328203, 10572111,
10632060�, and the National 111 Project of China �B06024�.

Nomenclature
a ,b, a� ,b� � empirical constants

�� � empirical constant
c1,c2 � empirical constants

Cd � drag coefficient
d � cylinder element diameter, m

dp � representative pore diameter, m

Fig. 4 Applicability of the force balance based model Fig. 5 Variation of empirical constant „��… with yaw angle of
the cylinder bundles for ε=0.90 at Red=2.5Ã103
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H � length of cylinder elements �and channel
height�, m

lx,ly,lz � length of each side of control volume
L � test sample length along the flow direction, m

pin � inlet static pressure, Pa
pout � outlet static pressure, Pa

SX ,SY,SXY � longitudinal, transverse, diagonal pitches of a
unit cell, m

Um � mean inlet flow velocity, m/s
V � discharge flow velocity �=Um /��, m/s

X ,Y ,Z � Cartesian coordinates

Greek Symbols
� � yaw angle, deg
� � porosity
� � viscosity, kg/ms

 � density, kg /m3
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Due to adverse pressure gradient along the diverging walls of
wide-angled diffusers, the attached flow separates from one wall
and remains attached permanently to the other wall in a process
called stalling. Separated diffuser flows provide a classical case
of pressure driven flow separation. Such flows present a very se-
rious challenge to fluid dynamics modelers. This paper provides a
data bank contribution for the streamwise mean velocity field and
pressure recovery data in wide-angled diffusers. Turbulent mean
flow measurements were carried out at Reynolds numbers between
1.07�105 and 2.14�105 based on inlet hydraulic diameter and
centerline velocity for diffusers whose divergence angles were be-
tween 30 deg and 50 deg. The results presented provide a reli-
able validation data bank for computational fluid dynamics stud-
ies for pressure driven flow separation studies.
�DOI: 10.1115/1.2969270�

1 Introduction
In many engineering applications, diffusers are used to convert

kinetic energy into pressure energy. In the last few decades, a lot
of experimental and computational research have been devoted to
this subject. Unfortunately, even the usually turbulent flows in
two-dimensional diffusers are extremely complicated, and our un-
derstanding of the details of energy transfer and dissipative losses
inside a diffuser is still incomplete.

In wide-angled diffusers, the attached flow separates from one
wall and remains attached permanently to the other wall in a pro-
cess known as “stalling.” This flow separation is caused mainly by
the adverse pressure gradient along the walls of the diffuser, caus-
ing a back-flow region within the diffuser. The back-flow behavior
of stalled diffusers is uniquely related to the diffuser geometry as
described in the flow regime chart of Fox and Kline �1�. In the
fully stalled regime, a stalled diffuser provides a classical case of
steady flow separation that is pressure driven. Furthermore, due to
the simplicity of construction and experimentation, wide-angled
two-dimensional diffuser data are suitable for benchmarking com-
putational fluid dynamics �CFD� codes.

Positive directions of x, y, and z were measured relative to the
center of the diffuser entry plane according to the frame of refer-
ence shown in Fig. 1 that also shows the convention commonly
used in two-dimensional diffusers.

The relationship between diffuser geometry and performance is
mainly covered by Reneau et al. �2� and Kline et al. �3�, among

others. The work of Reneau et al. �2� is however widely used in
the design and mapping of two-dimensional diffusers.

Once a diffuser flow is stalled, most theoretical work relies on
correlations of actual experimental data and on the semiempirical
performance prediction methods derived from these data. The rea-
son why there is scarce numerical work on wide-angled diffusers
is because reliable experimental data and especially data that
cover the velocity flow-field are lacking. Contrary to this, flows in
narrow plane asymmetric diffusers have been extensively studied
experimentally by many researchers, among them, Obi et al. �4�
and, Buice and Eaton �5�.

It is against this background that the data provided in this paper
become a useful benchmark for validating CFD codes.

2 Experimental Apparatus and Instrumentation
The experimental apparatus is shown in Fig. 2. Air was deliv-

ered by a radial flow fan into a 1.9 m long rectangular-circular
transition duct, which was connected to a 600 mm inner diameter,
3.7 m long circular duct. A 1 m long circular-rectangular transition
duct transferred the air to a 400 mm�100 mm�1 m long
straight inlet duct before its entry into the diffuser proper. After
flowing through the diffuser, the air was discharged back into the
atmosphere.

All the plates for the straight inlet section and diffuser were
machined from 10 mm thick transparent thermoplastic resin �Per-
spex�. The details of the complete design of the flow facility,
instrumentation, and uncertainty analysis can be found in Ref. �6�.

Due to the manufacturing difficulties of drilling static pressure
holes at the exact diffuser entry, a set of eight holes of 1.8 mm
diameter were drilled at a location 2 mm upstream of the diffuser
entry. The entry static pressure was averaged by connecting the
eight static tubes to a common ring tube. The output of the com-
mon ring tube was the inlet static pressure P1.

The roof of the diffuser was constructed from six 150 mm wide
strips and two strips of widths 15 mm and 85 mm installed as the
first and last strip at the entry and exit of the diffuser, respectively.
A 2 m long by 150 mm wide Perspex probing strip was used to
move a three-tube yaw meter in the y direction for measuring the
velocity profiles across the diffuser test section. All the 150 mm
wide roof strips were removed, in turn, and replaced with the
probing strip.

The pressure recovery coefficient Cpr was evaluated according
to the definition given by

Cpr =
Px − P1

1
2�U1

2 �1�

where Px is the pressure measured along the walls of the diffuser.
Streamwise velocity profiles were measured using a three-tube

yaw meter. The probe was calibrated against a hot-wire anemom-
eter in a low-turbulence intensity �0.4% turbulence intensity� wind
tunnel flow-field. Nondimensional calibration parameters were
calculated in terms of pressures and resultant flow velocity q simi-
lar to those specified by Yajnik and Gupta �7�, and Rhagava et al.
�8� and are given by

f��� =
Pl − Pr

Pc − Pm
�2�

Qp =
Pc − Pm

�q2/2
�3�

where Pl and Pr are the pressures sensed by the off-center tubes,
Pm= �Pl+ Pr� /2 is the mean pressure for the off-center pressures,
and Pc is the pressure measured by the central tube.

The reference probe null-position was selected as the direction
of the centerline of the probe tip in line with the main flow direc-
tion when the pressures recorded from the off-center tubes were
equal to each other. At this reference direction, �=0 deg. The
pressure measured at the central tube of the probe at this position
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was the total �stagnation� pressure of the flow Pt. These functions
can be established directly and are known to be independent of
Reynolds number. Thus, once established at one Reynolds num-
ber, they can be applied to a range of Reynolds numbers. The
calibration of the probe was done at 15 m/s. The calibration charts
of f��� and Qp against � were therefore generated.

By using Eq. �2� to get f���, the flow angle � was established at
every measurement point from the charts. Thus, knowing �, Qp
was also read off the charts and Eq. �3� was used to evaluate the
flow velocity q. The velocity components u and v with respect to
the x and y directions of the pressure probe, respectively, were
then calculated according to

u = q cos �

v = q sin � �4�
The results obtained by using these equations were tested at sev-
eral locations within the diffuser test section against the null-
reading technique. The average error in measuring the flow angle
was 0.81 deg. The root mean square �rms� error in velocity mea-
surement was 1.37%.

3 Results and Discussion

3.1 Tunnel Qualification

3.1.1 Uniformity of Inlet Channel Flow. A measure of the
nonuniformity of the flow � was evaluated as the percentage over-
all discrepancy of axial velocities ui, measured at corresponding
points to the right and left of the x-axis. It is known that once a
flow is stalled, the velocity profile at the inlet of the diffuser

considerably distorts. At an upstream location of �x /W1�=−2.35,
the nonuniformity had a maximum value of 0.23% for all diffus-
ers, and therefore the inlet velocity U1 was taken at this point.

It still remains unclear why stalling in the two-dimensional
fully stalled regime in diffusers occurs on a particular wall. Great
care was taken to manufacture highly symmetrical diffusers. Tests
to rule out the possibility of a bias toward the flow attaching to a
particular wall whenever the fan was switched on were carried
out. In this regard, for all diffusers and before any measurements
were taken, a start-stop check was done whereby the fan was
started, the wall to which the flow was attached noted, the fan
switched off and started again, and the process repeated. These
tests were done at an inlet duct velocity of 15 m/s. An intermit-
tency parameter �s was then defined as a ratio of the number of
times the flow remained attached to a given wall to the total num-
ber of start-stop cycles. �s was measured to have a maximum
value of 0.60 in favor of the left hand wall for the 50 deg diffuser.

3.1.2 Reproducibility and Replication. Flows in wide-angled
diffusers are inherently unsteady. In order to reduce the effect of
the unsteadiness in the experimental results, the pressure trans-
ducer differential voltages were averaged over long durations.
Due to the large number of data points obtained especially when
measuring the velocity profiles, it was found adequate to take
readings at each point three times and then average their discrep-
ancies for all the data points. In any case, the statement of overall
uncertainties is all that is required. The reproducibility seemed to
worsen as both Reynolds number and divergence angles in-
creased, the maximum discrepancy for both velocity profiles and
static pressure recovery at 1.88% indicated fairly reproducible ex-
periments of these physically complex flows.

As has already been observed, the wall to which the flow at-
tached was quite random. However, since the data acquisition sys-
tem was placed on the left side of the diffuser, the flow was
always manually “switched” to the left wall in instances when it
attached to the right wall. With this in mind, it was important to
confirm that both the pressure and velocity fields were indepen-
dent of the wall to which flow was attached �replication�. To
verify this requirement, the flow-field was measured with the flow
first attached to the left wall and second with the flow attached to
the right wall. The discrepancies of the velocities at corresponding
points when the flow was attached to either left or right wall could
be established. The maximum replication discrepancy obtained for
both velocity profiles and static pressure recovery was 2.13%.

3.1.3 Reynolds Number Dependence. Results showed that by
changing the velocity from 10 m/s to 20 m/s, the static pressure
recovery increased by 8.31%, 10.15%, and 9.35% for 30 deg,

Fig. 1 Two-dimensional diffuser geometry and the frame of
reference

Fig. 2 Experimental apparatus
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40 deg, and 50 deg diffusers, respectively. A similar increase in
Reynolds number for the velocity profiles showed that the in-
crease in the normalized velocities was 1.37%, 1.57%, and 1.60%
for 30 deg, 40 deg, and 50 deg diffusers, respectively. Evidently,
the static pressure was influenced by the Reynolds number at val-
ues that are outside the overall experimental uncertainties of about
2% in this work.

Results from the limited number of flow cases in this study
cannot be considered adequate to provide a reasonable correlation.
Bearing this in mind and in order to focus on the primary objec-
tives of this research, it was decided that from this point onwards,
the Reynolds number be held constant at 1.63�105 corresponding
to an inlet duct velocity of 15 m/s.

3.1.4 Two-Dimensionality. Traditionally, proof of two-
dimensionality of a flow is carried out by measuring axial velocity
profiles at two different planes, one below the midplane, and an-
other above the midplane. Thus, for a given location within the
diffuser, axial velocity profiles were measured in three planes,
namely: Upper, mid, and lower planes. The upper and lower
planes were both at a 100 mm distance from the roof and the floor
of the diffuser, respectively. For all diffusers in this study, the
two-dimensionality of the flow was verified using this procedure,
with the velocity profiles being measured at three locations down-
stream of the diffuser inlet located at �x /W�1=0.9, 3.9, and 8.4.
With the midplane held as the datum, the overall deviations from
this plane for the lower and the upper planes produced a maxi-
mum deviation of 0.3% meaning that the two-dimensionality was
well within the uncertainties of the experimental data in this re-
search.

4 Data Bank Contribution
In the interest of clarity while discussing the experimental re-

sults, only representative cases of extensive experimental data
have been presented. However, the same rigorous checks and ex-
perimental procedures, as discussed in Sec. 3.1, were performed
for all flow cases. These results are presented in the Appendix as
a data bank contribution. The results presented in the data bank
include the axial velocity profiles, �u /U1�, and the wall static pres-
sure recovery Cpr.

5 Conclusions
In this study, experimental investigations of separated flows in

fully stalled wide-angled diffusers have been carried out. Due to
the adverse pressure gradient along the diffuser walls, flow sepa-
rated from one diverging wall and became attached to the other
wall, thus forming a region of steady stall within the diffusers. It
was not possible to determine, in advance, the wall to which the
flow would attach. Tests to determine the wall to which the flow
remains attached led to the conclusion that the wall of preference
was totally random and was probably caused by a slight upstream
disturbance that was impossible to detect. However, it was pos-
sible to switch the flow from one wall to the other by introducing
an inlet disturbance. It was found that once switched to a wall, the
flow remained attached to that wall permanently. Experimental
results showed that regardless of the wall to which the flow was
attached, both the velocity and pressure flow-fields were repli-
cated with discrepancies below 2%.

Although current literature states that for a given geometry, the
Reynolds number has little influence on the static pressure recov-
ery, it was found in this study that by increasing the velocity from
10 m/s to 20 m/s, the static pressure recovery for the 30 deg
diffuser increased by 8.31%. However, as the divergence angle
was increased, a similar increase in Reynolds number resulted in a
higher percentage of pressure recovery. The limited range of Rey-
nolds numbers investigated in this study could not allow a rational
correlation between the Reynolds number and the Cpr profiles.

This range was limited by the physical constraints imposed by the
wind tunnel and fan speed. For instance, a change in velocity from
10 m/s to 80 m/s would not change the Reynolds number by even
one order of magnitude.

The experimental uncertainties in this research were approxi-
mately 2%. Within these uncertainties, a reliable data bank con-
tribution has been provided for unvaned fully stalled wide-angled
diffusers.

Appendix
Experimental results are presented as data bank contributions.

Figures 3–5 show coefficients of static pressures for 30 deg, 40
deg, and 50 deg diffusers. Figures 6–8 show axial velocity pro-
files for 30 deg, 40 deg, and 50 deg diffusers.

Fig. 3 Coefficient of static pressure for the 30 deg diffuser

Fig. 4 Coefficient of static pressure for the 40 deg diffuser

Fig. 5 Coefficient of static pressure for the 50 deg diffuser
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Fig. 6 Axial velocity profiles for the 30 deg diffuser

Fig. 7 Axial velocity profiles for the 40 deg diffuser

Fig. 8 Axial velocity profiles for the 50 deg diffuser
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